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Hulls of linear codes have been of interest and extensively studied due

to their rich algebraic structures and wide applications. In this thesis, properties

and characterizations of hulls of linear codes are given in terms of the Gramians

of their generator and parity-check matrices. The Gramian of a generator ma-

trix of every linear code over a finite field of odd characteristic is shown to be

diagonalizable. Consequently, it is shown that a linear code over a finite field of

odd characteristic is complementary dual if and only if it has an orthogonal basis.

Subsequently, a linear ℓ-intersection pair of linear codes is studied as a generaliza-

tion of hulls. Characterizations and constructions of linear ℓ-intersection pairs of

linear codes are given in terms of their corresponding generator and parity-check

matrices. As applications, constructions of good entanglement-assisted quantum

error-correcting codes are given using properties of hulls and linear ℓ-intersection

pair of codes.
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Chapter 1

Introduction

Coding theory introduced in 1948 by Claude Shannon [40] is a branch

of Mathematics concerned about the properties of codes with the design of error-

correcting codes for the reliable transmission of information across noisy channels.

Self-orthogonal codes form an important class of linear codes due to

their nice algebraic structures. Precisely, self-orthogonal codes can be constructed

from combinatorial designs, polynomials, and invariant subspaces. Further, self-

orthogonal codes are practically useful in communications systems, various appli-

cations, and link with other objects as shown in [30], [34] and references therein.

Recently, these codes have become more interesting due to their applications in

constructions of quantum error-correcting codes [17], [28] and [29].

Self-dual codes is a special case of self-orthogonal codes. The study of

self-dual codes is also an interesting problem since these codes play an important

role in applications. A number of best known codes are from the family of self-

dual codes and they have rich mathematical properties. These codes link to other

objects in mathematics such as geometries [24], designs [14], [15], graphs [22] and

group rings [16], [20]. Such codes have extensively been studied by many coding

theorists.

Many error correcting codes are known to be linear complementary dual

(LCD) codes. A great deal of works on the constructions and studies of LCD codes

has been done by several tasks. It has been introduced and applied in two-user
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binary adder channel in [33]. Later in [38], LCD codes have been shown to be

asymptotically good and meet the Gilbert-Varshamov bound. LCD codes have

applications in information protection such as the security of the information pro-

cessed in [8]. This brings more attention to the study of a class of good LCD codes

in [9], [19] and [27]. Recently, entanglement-assisted quantum error correcting

codes (EAQECCs) can be constructed using LCD codes in [23] and [36].

The hull of a linear code has been introduced to classify finite projective

planes in [1]. Later, it turned out that the hulls of linear codes play a vital role

in determining the complexity of some algorithms in coding theory. Moreover,

most of the algorithms do not work if the size of the hull is large. Recently, the

hulls of linear codes have been applied in constructing good entanglement-assisted

quantum error correcting codes in [23]. Due to these wide applications, the hulls

of linear codes and their properties have been extensively studied. The number

of linear codes of length n over Fq whose hulls have a common dimension and the

average dimension of the hull of linear codes were studied in [39]. Moreover, it

can be shown that the average dimension of the hull of linear codes is a positive

constant dependent of n. It has been shown that either the average dimension of

the hull of such codes is zero or it grows at the same rate with n. From above, the

hull of a linear code over finite fields is interesting continuously studied.

Linear complementary pairs (LCP) of codes have been introduced in [4]

and extensively studied recently due to their applications in cryptography. For

example, in [2], [4], [7] and [12], it has been shown that a LCP of codes can be

applied in counter passive and active side-channel analysis attacks on embedded

cryptosystems. Several constructions of LCPs of codes have been given in [13].

In this thesis, we aim to give constructions of codes over finite fields

with prescribed hull or hull dimension as well as their applications. Subsequently,
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we determine the parameters of the constructed codes. Linear ℓ-intersection pairs

of linear codes are studied as a generalization of a LCP of codes. Finally, construc-

tions of EAQECCs from these linear codes are given. The thesis is organized as

follows. After this introduction, the definitions and preliminary results on linear

codes are recalled in Chapter 2. In Chapter 3, alternative characterizations of

hulls of linear codes and their properties are given in terms of the Gramians of

their generator and parity-check matrices. A linear ℓ-intersection pair of codes as

a generalization of LCPs of codes are given in Chapter 4. Applications of hulls

and ℓ-intersection pairs in construction of entanglement-assisted quantum error-

correcting codes are discussed in Chapter 5.



 

Chapter 2

Preliminaries

In this chapter, some terminologies, foundation, and basic concepts in

coding theory are recalled. Definitions and basic concepts of linear codes are given

in Section 2.1 and the notions of dual codes and hulls are provided in Section 2.2.

The reader is referred to [37] for more details.

2.1 Linear Codes

For a prime power q and a positive integer n, let Fq denote the finite

field of order q and let Fn
q be the vector space of all vectors of length n over Fq,

where

Fn
q = {(a1, a2, . . . , an)|ai ∈ Fq for all i }.

Definition 2.1. A subset C of Fn
q is called a linear code of length n over Fq if

it is a subspace of the vector space Fn
q . An element in a linear code C is called a

codeword in C.

A linear code C of length n over Fq is referred as an [n, k]q code if the

dimension dim(C) of C is k.

Example 2.2. Let C = {000000, 010101, 101010, 111111}. Then C is a linear code

of length 6 over F2. Since dim(C) = 2, C is a [6, 2]2 code.

Definition 2.3. For u = (u1, u2, . . . , un) and v = (v1, v2, . . . , vn) in Fn
q , the Ham-
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ming weight of u is defined by

wt(u) := |{i | ui ̸= 0}|

and the Hamming distance between u and v is defined by

d(u,v) := |{i | ui ̸= vi}|.

Definition 2.4. An [n, k]q linear code C over Fq is said to have parameters [n, k, d]q

if the minimum Hamming distance of C is

d = d(C) := min{d(u,v) | u,v ∈ C,u ̸= v}.

It is well-known (see [37, Theorem 4.3.8]) that

d(C) = wt(C) := min{wt(u) | u ∈ C ∖ {0}}

for every linear code C over Fq.

Example 2.5. Let C = {000000, 010101, 101010, 111111} be a linear code of

length 6 over F2. Since

wt(010101) = 3, wt(101010) = 3 and wt(111111) = 6,

we have d(C) = wt(C) = min{wt(v) | v ∈ C \{000000}} = min{3, 6} = 3.

Therefore, C is a [6, 2, 3]2 code.

The minimum Hamming distance is used to determine the error-detecting

and error-correcting capabilities of codes.

Definition 2.6. Let t be a positive integer. A code C is t-error detecting if a

codeword incurs at least one but at most t errors and the resulting word is not a

codeword in C.
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Theorem 2.7 ([37, Theorem 2.5.6]). Let t be a positive integer. A code C is

t-error detecting if and only if

d(C) ≥ t+ 1.

Definition 2.8. Let t be a positive integer. A code C is t-error correcting if

the minimum distance decoding is able to correct t or fewer errors.

Theorem 2.9 ([37, Theorem 2.5.10]). Let t be a positive integer. A code C is

t-error correcting if and only if

d(C) ≥ 2t+ 1.

2.2 Dual Codes and Hulls

The notation of duals and hulls of linear codes are recalled together with

their basic properties.

Definition 2.10. For u = (u1, u2, . . . , un) and v = (v1, v2, . . . , vn) in Fn
q , the

Euclidean inner product of u and v is defined to be

⟨u,v⟩ :=
n∑

i=1

uivi.

In addition, if q = r2 for some prime power r, the Hermitian inner product of

u = (u1, u2, . . . , un) and v = (v1, v2, . . . , vn) in Fn
q is defined to be

⟨u,v⟩H :=
n∑

i=1

uiv
r
i .

Definition 2.11. For a linear code C of length n over Fq, denote by C⊥ and C⊥H

the Euclidean dual and the Hermitian dual of C, respectively. Precisely,

C⊥ := {v ∈ Fn
q | ⟨c,v⟩ = 0 for all c ∈ C}



 7

and

C⊥H := {v ∈ Fn
q | ⟨c,v⟩H = 0 for all c ∈ C}.

Theorem 2.12 ([37, Theorem 2.5.10]). Let C be a linear code of length n over Fq.

Then C⊥ is a linear code, dim(C) + dim(C⊥) = n, and (C⊥)⊥ = C.

Example 2.13. Let C = {000, 011, 110, 101} be a linear code of length 3 over F2.

Then dim(C) = 2 and

C⊥ = {u ∈ F3
2 | ⟨u, c⟩ = 0 for all c ∈ C}

= {000, 111}.

It is easily seen that

(C⊥)⊥ = {u ∈ F3
2 | ⟨u, c⟩ = 0 for all c ∈ C⊥}

= {000, 011, 110, 101}

= C.

Therefore, dim(C) + dim(C⊥) = 2 + 1 = 3 = n and (C⊥)⊥ = C.

Definition 2.14. Let C be a linear code over Fq.

• C is said to be Euclidean self-orthogonal code if

C ⊆ C⊥.

• C is said to be Euclidean self-dual if

C = C⊥.

• C is called maximal Euclidean self-orthogonal if it is Euclidean self-

orthogonal and it is not contained in any Euclidean self-orthogonal codes.
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• C is said to be linear Euclidean complementary dual (LECD) if

C ∩ C⊥ = {0}.

Example 2.15. Let

C1 = {0000, 1010, 0101, 1111} and C2 = {0000, 1011, 0111, 1100}

be linear codes of length 4 over F2. Then

C⊥
1 = {0000, 1010, 0101, 1111} and C⊥

2 = {0000, 1110, 1101, 0011}.

It follows that C1 = C⊥
1 and C2 ∩ C⊥

2 = {0000}. Therefore, C1 is Euclidean self-

orthogonal and Euclidean self-dual, and C2 is LECD. Moreover, C1 is maximal

Euclidean self-orthogonal because dim(C1) = 2 ≥ 2 = n/2.

Definition 2.16. The Euclidean Hull of a linear code C is defined by

Hull(C) = C ∩ C⊥.

From above definition, the Euclidean hull can be viewed as a general

notion of self-orthogonal and complementary dual codes in the following senses.

Remark 2.17. It is not difficult to see that a linear code C is Euclidean self-

orthogonal if

Hull(C) = C,

and a linear code C is LECD if

Hull(C) = {0}.

Definition 2.18. For a positive integer n, an n × n matrix D = [dij] over Fq is

called a diagonal matrix if its entries outside the main diagonal are all zero, i.e.,

dij = 0 for all 1 ≤ i, j ≤ n and i ̸= j. Denote by

D = diag(d11, d22, d33, . . . , dnn)
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the diagonal matrix D.

Definition 2.19. Two linear codes of length n over Fq are equivalent if one can

be obtained from the other by a combination of operations of the following types:

(i) permutation of the n digits of the codewords;

(ii) multiplication of the symbols appearing in a fixed position by a nonzero

element in Fq.

Definition 2.20. A square matrix over Fq is called a weighted permutation

matrix if it has exactly one nonzero entry in each row and each column and 0s

elsewhere.

Remark 2.21. Linear codes C1 and C2 of length n over Fq are equivalent if and

only if there exists an n× n weighted permutation matrix P such that

C2 = {Pc | c ∈ C1}.

Definition 2.22. A k×n matrix G over Fq is called a generator matrix for an

[n, k, d]q code C if the rows of G form a basis for C.

Definition 2.23. An (n − k) × n matrix H over Fq is called a parity-check

matrix of an [n, k, d]q code C if H is a generator matrix of C⊥.

Example 2.24. Let C = {00000, 10010, 01001, 00111, 11011, 10101, 01110, 11100}

be a linear code of length 5 over F2. Then C⊥ = {00000, 10110, 01101, 11011} is a

linear code over F2. Since {10010, 01001, 00111} and {10110, 01101} are bases of

C and C⊥, respectively, it implies that

G =


1 0 0 1 0

0 1 0 0 1

0 0 1 1 1


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is a generator matrix for C and

H =

1 0 1 1 0

0 1 1 0 1


is a parity-check matrix of C.

Definition 2.25. For an m×n matrix A over Fq, by abuse of notation, the Gram

matrix (or Gramian) of A is defined to be AAT .

Proposition 2.26 ([23, Proposition 3.1]). Let C be an [n, k]q code over Fq with

generator matrix G and parity-check matrix H. Then

rank(GGT ) = k − dim(Hull(C)),

and

rank(HHT ) = n− k − dim(Hull(C)).

Next, some well-known properties of Euclidean self-orthogonal codes

and LECD codes are discussed.

Corollary 2.27 ([25, Lemma 2]). Let C be an [n, k]q code over Fq with generator

matrix G and parity-check matrix H. Then the following statements hold.

1. C is Euclidean self-orthogonal if and only if GGT = [0].

2. C is LECD if and only if GGT is invertible. In this case, HHT is invertible.

Example 2.28. Let C1 and C2 be [6, 2]2 and [6, 2]2 codes over with generator

matrix

G1 =

1 0 1 0 1 1

0 1 0 1 1 1

 and G2 =

1 0 1 0 1 0

0 1 0 1 0 1

 ,

respectively.
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Since

G1G
T
1 =

1 0 1 0 1 1

0 1 0 1 1 1


1 0 1 0 1 1

0 1 0 1 1 1


T

=

0 0

0 0

 ,

C1 is a Euclidean self-orthogonal. Since

G2G
T
2 =

1 0 1 0 1 0

0 1 0 1 0 1


1 0 1 0 1 0

0 1 0 1 0 1


T

=

1 0

0 1


is invertible, C2 is LECD.

For a square prime power q = r2, we have the following parallel proper-

ties for Hermitian duals and Hermitian hulls.

Theorem 2.29 ([37, Theorem 2.5.10]). Let C be a linear code of length n over Fq.

Then C⊥H is a linear code, dim(C) + dim(C⊥H ) = n, and (C⊥H )⊥H = C.

Example 2.30. Let F4 = {0, 1, α, α2 = 1+α} and let C be a linear code of length

4 over F4 defined by

C = {0000, 1010, 0101, 1111, α0α0, 0α0α, αααα, α20α20, 0α20α2,

α2α2α2α2, 1α1α, α1α1, 1α21α2, α21α21, αα2αα2, α2αα2α}.

Then the Hermitian dual of C is

C⊥H = {u ∈ F2
4 | ⟨u, c⟩H = 0 for all c ∈ C}

= {0000, 1010, 0101, 1111, α0α0, 0α0α, αααα, α20α20, 0α20α2,

α2α2α2α2, 1α1α, α1α1, 1α21α2, α21α21, αα2αα2, α2αα2α}.

In this case, C⊥H is a linear code over F4 such that dim(C⊥H ) = dim(C) = 2.

Therefore, dim(C) + dim(C⊥H ) = 2 + 2 = 4 = n and (C⊥H )⊥H = C.

Definition 2.31. Let C be a linear code over Fq.
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• C is said to be Hermitian self-orthogonal code if

C ⊆ C⊥H .

• C is said to be Hermitian self-dual if

C = C⊥H .

• C is called maximal Hermitian self-orthogonal if it is Hermitian self-

orthogonal and it is not contained in any Hermitian self-orthogonal codes.

• C is said to be linear Hermitian complementary dual (LHCD) if

C ∩ C⊥H = {0}.

Example 2.32. Let F4 = {0, 1, α, α2 = 1 + α} and let

C1 = {0000, 1010, 0101, 1111, α0α0, 0α0α, αααα, α20α20, 0α20α2,

α2α2α2α2, 1α1α, α1α1, 1α21α2, α21α21, αα2αα2, α2αα2α}

and

C2 = {0000, 1011, 0111, 1100, α0αα, 0ααα, αα00, α20α2α2, 0α2α2α2,

α2α200, 1αα2α2, α1α2α2, 1α2αα, α21αα, αα211, α2α11}

be linear codes of length 4 over F4. Then

C⊥H
1 = {0000, 1010, 0101, 1111, α0α0, 0α0α, αααα, α20α20, 0α20α2,

α2α2α2α2, 1α1α, α1α1, 1α21α2, α21α21, αα2αα2, α2αα2α}

and

C⊥H
2 = {0000, 1110, 1101, 1111, ααα0, αα0α, αααα, α2α2α20, α2α20α2,

α2α2α2α2, α2α21α, α2α2α1, αα1α2, ααα21, 11αα2, 11α2α}.
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It follows that C1 = C⊥H
1 and C2 ∩ C⊥H

2 = {0000}. Therefore, C1 is Hermitian

self-orthogonal and Hermitian self-dual, and C2 is LHCD. Moreover, C1 is maximal

Hermitian self-orthogonal because dim(C1) = 2 ≥ 2 = n/2.

Definition 2.33. The Hermitian Hull of a linear code C is defined by

HullH(C) = C ∩ C⊥H .

From above definition, the Hermitian hull can be viewed as a general

notion of Hermitian self-orthogonal codes and Hermitian LCDs.

Remark 2.34. It is not difficult to see that a linear code C is Hermitian self-

orthogonal if

HullH(C) = C,

and it is LHCD if

HullH(C) = {0}.

Definition 2.35. For q = r2 and an n×m matrix A = [aij] over Fq, let

A† = [arji].

Proposition 2.36 ([23, Proposition 3.1]). Let C be a linear code of length n over

Fq with generator matrix G and parity-check matrix H. Then

rank(GG†) = k − dim(HullH(C)),

and

rank(HH†) = n− k − dim(HullH(C)).

Next, the well-known properties of Hermitian self-orthogonal codes and

LHCD codes are showed.
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Corollary 2.37 ([25, Lemma 2]). Let C be an [n, k]q code over Fq with generator

matrix G and parity-check matrix H. Then the following statements hold.

1. C is Hermitian self-orthogonal if and only if GG† = [0].

2. C is LHCD if and only if GG† is invertible. In this case, HH† is invertible.

Example 2.38. Let C1 be a [4, 2]4 code over F4 defined in Example 2.32. Then

G1 =

1 0 1 0

0 1 0 1


is a generator matrix of C1. Since

G1G
†
1 =

1 0 1 0

0 1 0 1


1 0 1 0

0 1 0 1


†

=

0 0

0 0

 ,

C1 is a Hermitian self-orthogonal.

Let C2 be a [4, 2]4 code over F4 defined in Example 2.32. Then

G2 =

1 0 1 1

0 1 1 1


is a generator matrix of C2. Since

G2G
†
2 =

1 0 1 1

0 1 1 1


1 0 1 1

0 1 1 1


†

=

1 0

0 1


is invertible, C2 is LHCD.



 

Chapter 3

Hulls of Linear Codes

Hulls of linear codes have been of interest and extensively studied due

to their rich algebraic structures and wide applications. In this chapter, hulls of

linear codes are studied with respect to Euclidean and Hermintian inner products.

Characterizations and properties of hulls of linear codes are given together with

linear codes with special hulls.

Properties of hulls of linear codes are given in terms of their Gramians

(see Definition 2.25) of their generator and parity-check matrices. The Gramian

of a generator or parity-check matrix of a linear code plays an important role in

the study of self-orthogonal codes, complementary dual codes, and hulls of linear

codes.

From Proposition 2.26, It can be seen that if the ranks of the Grami-

ans HHT and GGT are independent of H and G then rank(HHT ) = n − k −

dim(Hull(C)) = n − k − dim(Hull(C⊥)) and rank(GGT ) = k − dim(Hull(C)) =

k − dim(Hull(C⊥)).

Using the definition of the gramian, it can be seen that

• a linear code with generator matrix G is Euclidean self-orthogonal if and

only if the Gramian GGT is zero, and

• it is Euclidean complementary dual if and only if the Gramian GGT is non-

singular.
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From Proposition 2.26, it is not difficult to see that generator and parity-

check matrices of linear codes can be chosen such that their Gramians are of the

following special forms (cf. [31, Corollary 3.2]).

Proposition 3.1. Let C be a linear [n, k]q code such that dim(Hull(C)) = ℓ. Then

the following statements hold.

1. There exist a generator matrix G of C and an invertible (k − ℓ) × (k − ℓ)

symmetric matrix A over Fq such that the Gramian of G is of the form

GGT =

 A 0

0 0

 .

2. There exist a parity-check matrix H of C and an invertible (n − k − ℓ) ×

(n − k − ℓ) symmetric matrix B over Fq such that the Gramian of H is of

the form

HHT =

 B 0

0 0

 .

Clearly, the Gramians of generator and parity-check matrices of linear

codes are always symmetric. Unlike real symmetric matrices, a square symmetric

matrix over finite fields does not need to be diagonalizable. From Proposition 3.1,

it is therefore interesting to ask whether the Gramian of a generator/parity-check

matrix of a linear code is diagonalizable. Equivalently, does a linear code have

a generator matrix whose Gramian is a diagonal matrix? In Proposition 3.5, we

provide a solution to this problem for the case where q is an odd prime power. A

partial solution for the case where q is an even prime power is given in Proposition

3.9.
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3.1 Euclidean Hulls of Linear Codes

In this section, properties of hulls of linear codes are discussed. Al-

ternative characterizations of the hull and the hull dimension of linear codes are

given. Conditions for generator and parity-check matrices of linear codes to have

diagonalizable Gramians are provided.

3.1.1 Characterizations of Euclidean Hulls of Linear Codes

The Euclidean hull dimension of linear codes has been determined in

terms of the rank of the Gramians of generator and parity-check matrices of linear

codes in [23] (see Proposition 2.26).

In the following proposition, alternative characterizations of the Eu-

clidean hull dimension of linear codes are given.

Proposition 3.2. Let C be a linear [n, k]q code and let ℓ be a non-negative integer.

Then the following statements are equivalent.

1) dim(Hull(C)) = ℓ.

2) rank(GGT ) = k − ℓ for every generator matrix G of C.

3) rank(G1G
T
2 ) = k − ℓ for all generator matrices G1 and G2 of C.

4) rank(HHT ) = n− k − ℓ for every parity-check matrix H of C.

5) rank(H1H
T
2 ) = n− k − ℓ for all parity-check matrices H1 and H2 of C.

Proof. From Proposition 2.26, we have the equivalences 1) ⇔ 2) and 1) ⇔ 4). It

remains to prove the equivalences 2) ⇔ 3) and 4) ⇔ 5). Since the arguments of

proofs are similar, only the detailed proof of 2) ⇔ 3) is provided.
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To prove 2) ⇒ 3), let G, G1 and G2 be generator matrices of C and

assume that rank(GGT ) = k − ℓ. Since the rows of G, G1 and G2 are base for C,

there exist invertible k×k matrices E1 and E2 such that G1 = E1G and G2 = E2G.

Consequently, we have

G1G
T
2 = E1G(E2G)T = E1G(GTET

2 ) = E1(GGT )ET
2 .

Since E1 and ET
2 are invertible, we have

rank(G1G
T
2 ) = rank(E1(GGT )ET

2 ) = rank(GGT ) = k − ℓ

as desired.

The statement 3) ⇒ 2) is obvious. □

Based on Proposition 3.2, we have the following characterizations.

Corollary 3.3. Let C be a linear [n, k]q code and let ℓ be a non-negative integer.

Then the following statements are equivalent.

1) dim(Hull(C)) = ℓ.

2) There exist nonzero elements a1, a2, . . . , ak−ℓ in Fq and generator matrices G1

and G2 of C such that

G1G
T
2 = diag(a1, a2, . . . , ak−ℓ, 0, . . . , 0).

3) There exist nonzero elements b1, b2, . . . , bn−k−ℓ in Fq and parity-check matrices

H1 and H2 of C such that

H1H
T
2 = diag(b1, b2, . . . , bn−k−ℓ, 0, . . . , 0).

By convention, the set {a1, a2, . . . , ak−ℓ} (resp., {b1, b2, . . . , bn−k−ℓ}) will be referred

to the empty set if k − ℓ = 0 (resp., n− k − ℓ = 0).
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Proof. To prove 1) ⇔ 2), assume that dim(Hull(C)) = ℓ. Let G be a generator

matrix of C. By Proposition 3.2, we have that rank(GGT ) = k − ℓ. Applying

suitable elementary row and column operations, it follows that

(PG)(QG)T = PGGTQT = diag(a1, a2, . . . , ak−ℓ, 0, . . . , 0)

for some nonzero elements a1, a2, . . . , ak−ℓ in Fq and invertible k×k matrices P and

Q over Fq. Let G1 = PG and G2 = QG. Then G1 and G2 are generator matrices

of C such that G1G
T
2 = diag(a1, a2, . . . , ak−ℓ, 0, . . . , 0). Conversely, assume that 2)

holds. Then rank(G1G
T
2 ) = k− ℓ and hence dim(Hull(C)) = ℓ by Proposition 3.2.

Since Hull(C) = Hull(C⊥), the equivalence of 1) ⇔ 3) can be obtained similarly.

□

3.1.2 Diagonalizability of Gramians

From Subsection 3.1.1, it guarantees that for a given linear code C over

Fq, there exist generator matrices G1 and G2 of C such that G1G
T
2 is a diagonal

matrix. Here, we focus on the diagonalizability the Gramian of a generator matrix

of a linear code. The results are given in two cases based on the characteristic of

the underlying finite field.

3.1.2.1 Odd Characteristics

For an odd prime power q, the Gramian of a generator/parity-check

matrix of a linear code over Fq will be shown to be diagonalizable. We begin with

the following useful lemma.

Lemma 3.4. Let C be a linear code of length n over Fq. If q is odd and C is not

Euclidean self-orthogonal, then there exists a codeword v ∈ C such that ⟨v,v⟩ ̸= 0.

In this case, v /∈ Hull(C).
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Proof. Assume that q is an odd prime power and C is not Euclidean self-orthogonal.

Then there exist u and w in C such that ⟨u,w⟩ ≠ 0. If ⟨u,u⟩ ̸= 0 or ⟨w,w⟩ ̸= 0,

we are done. Assume that ⟨u,u⟩ = 0 and ⟨w,w⟩ = 0. Let v = u + w. Since

q is odd, we have ⟨v,v⟩ = ⟨u,u⟩ + 2⟨u,w⟩ + ⟨w,w⟩ = 2⟨u,w⟩ ≠ 0 as desired.

Clearly, the said codeword is not in Hull(C). □

Proposition 3.5. Let C be a non-zero linear code of length n over Fq. If q is odd,

then the Gramian of a generator matrix of C is diagonalizable.

Proof. Assume that q is an odd prime power. We prove by induction on the

dimension of C. If dim(C) = 1, then Gramian of a generator matrix of C is a

1× 1 matrix over Fq which is always diagonalizable. Assume that dim(C) = k for

some positive integer k ≥ 2 and assume that the statement holds true for all linear

codes of dimension k − 1. If C is Euclidean self-orthogonal, then GGT = [0] is

diagonalizable for all generator matrices G of C by Proposition 3.2. Assume that

C is not Euclidean self-orthogonal. Since q is odd, there exist v ∈ C such that

⟨v,v⟩ ̸= 0 by Lemma 3.4. Let D = {c ∈ C | ⟨v, c⟩ = 0}. Since ⟨v,v⟩ ̸= 0, we have

C = D ⊕ ⟨v⟩ which implies that dim(D) = k − 1. By the induction hypothesis,

there exists a generator matrix

G =



v1

v2

...

vk−1


of D whose Gramian GGT is diagonal. Since {v1,v2, . . . ,vk−1} ⊆ D, ⟨vi,v⟩ = 0

for all 1 ≤ i ≤ k − 1. Hence, G′ =

v

G

 is a generator matrix for C such that the

Gramian G′G′T is a diagonal matrix. □
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The following corollary is a direct consequence of Proposition 3.5. Since

a parity-check matrix of a linear code is a generator matrix for its dual, the above

results can be restated including the parity-check matrix easily.

Corollary 3.6. Let C be a linear [n, k]q code such that dim(Hull(C)) = ℓ. If q is

odd, then the following statements hold.

1. There exist nonzero elements a1, a2, . . . , ak−ℓ in Fq and a generator matrix G

of C such that

GGT = diag(a1, a2, . . . , ak−ℓ, 0, . . . , 0).

2. There exist nonzero elements b1, b2, . . . , bn−k−ℓ in Fq and a parity-check ma-

trix H of C such that

HHT = diag(b1, b2, . . . , bn−k−ℓ, 0, . . . , 0).

Example 3.7. Let C be a linear [6, 3]3 code with generator matrix

G =


1 0 0 0 0 1

0 1 0 2 1 0

0 0 1 1 1 0

 .

Then

H =


1 0 0 0 0 2

0 1 0 2 1 0

0 0 1 1 1 0


is a parity-check matrix of C. The Gramians of G and H are of the form

GGT =


2 0 0

0 0 0

0 0 0

 = diag(2, 0, 0)
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and

HHT =


2 0 0

0 0 0

0 0 0

 = diag(2, 0, 0)

which are diagonal. Since rank(GGT ) = 1, we have dim(Hull(C)) = 3−rank(GGT ) =

3− 1 = 2.

Linear codes with orthogonal or orthonormal basis are good candidates

in some applications. However, in general, an orthogonal or orthonormal basis

does not need to be exist. The existence of an orthonormal basis of some Euclidean

complementary dual codes has been studied in [10]. Here, characterization for the

existence of an orthogonal basis of Euclidean complementary dual codes over finite

fields of odd characteristic can be obtained directly from Proposition 3.5.

Corollary 3.8. Let q be an odd prime power and let C be a linear code over

Fq. Then C is Euclidean complementary dual if and only if C has a Euclidean

orthogonal basis.

3.1.2.2 Even Characteristics

For an even prime power q, the Gramians of generator and parity-check

matrices of linear codes over Fq do not need to be diagonalizable. We give a

necessary condition for them to be diagonalizable. It turns out that this condition

is necessary for an odd prime power as well. However, for an odd prime power q,

we already have stronger results described in the previous subsection. Since the

results in the subsection are independent of the parity of q, they are presented for

arbitrary prime powers q as follows.

Proposition 3.9. Let C be a linear [n, k]q code such that dim(Hull(C)) = ℓ.

If Hull(C) is maximal self-orthogonal in C, then there exist nonzero elements
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a1, a2, . . . , ak−ℓ in Fq and a generator matrix G of C such that

GGT = diag(a1, a2, . . . , ak−ℓ, 0, . . . , 0).

Precisely, the Gramian of a generator matrix of a linear code C whose hull is

maximal self-orthogonal in C is diagonalizable.

Proof. Let B = {r1, r2, . . . , rℓ} be a basis of Hull(C). Assume that Hull(C) is

maximal self-orthogonal in C. If there exists a codeword x ∈ C∖Hull(C) such that

⟨x,x⟩ = 0, then ⟨x, c⟩ = 0 for all c ∈ Hull(C). This implies that Hull(C) + ⟨x⟩ is

self-orthogonal in C which is containing Hull(C), a contradiction. Hence, ⟨x,x⟩ ̸=

0 for all x ∈ C ∖ Hull(C). Extending B to a basis B ∪ {tℓ+1, tℓ+2, . . . , tk} of C.

Using the Gram-Schmidt process, ⟨tℓ+1, tℓ+2, . . . , tk⟩ contains an orthogonal basis,

denoted by {rℓ+1, rℓ+2, . . . , rk}. Hence B′ = {r1, r2, . . . , rℓ, rℓ+1, rℓ+2, . . . , rk} is

a basis for C such that ⟨ri, ri⟩ ̸= 0 for all ℓ + 1 ≤ i ≤ k and ⟨ri, rj⟩ = 0 for all

1 ≤ i ≤ k and 1 ≤ j ≤ k such that i ̸= j or 1 ≤ i = j ≤ ℓ.

For 1 ≤ i ≤ k − ℓ, let ai = ⟨rℓ+i, rℓ+i⟩ ̸= 0. Let G1 =


rℓ+1

...

rk

,

G2 =


r1

...

rℓ

 and G =

G1

G2

. Then G1G
T
1 = diag(a1, a2, . . . , ak−ℓ), G1G

T
2 = [0],

G2G
T
1 = [0] and G2G

T
2 = [0]. Hence,

GGT =

 G1G
T
1 G1G

T
2

G2G
T
1 G2G

T
2

 =



a1

. . .

ak−ℓ

0

0 0


= diag(a1, a2, . . . , ak−ℓ, 0, . . . , 0)

as desired. □
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Similarly to the previous proposition, we can replace a generator matrix

G by a parity-check matrix H of C and derive the following result.

Corollary 3.10. Let C be a linear [n, k]q code such that dim(Hull(C)) = ℓ.

If Hull(C) is maximal self-orthogonal in C⊥, then there exist nonzero elements

b1, b2, . . . , bn−k−ℓ in Fq and a parity-check matrix H of C such that

HHT = diag(b1, b2, . . . , bn−k−ℓ, 0, . . . , 0).

In the case where C is maximal Euclidean self-orthogonal, then Hull(C) =

C is maximal Euclidean self-orthogonal in C⊥. Hence, we have the following corol-

lary.

Corollary 3.11. Let C be a linear [n, k]q code. If C is maximal Euclidean self-

orthogonal, then there exist nonzero elements b1, b2, . . . , bn−2k in Fq and a parity-

check matrix H of C whose Gramian is

HHT = diag(b1, b2, . . . , bn−2k, 0, . . . , 0).

Example 3.12. Let C be a linear [6, 3]2 code with parity-check matrix

G =

1 1 0 0 1 1

0 0 1 1 1 1

 .

Then

H =



1 0 0 1 0 1

1 0 1 0 0 1

1 1 1 1 0 0

0 0 1 1 1 1


is parity-check matrix of C. Since GGT =

0 0

0 0

 and Proposition 2.26, we get

dim(C ∩ C⊥) = dim(Hull(C)) = k − rank(GGT ) = 2− 0 = 2 = dim(C).
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It implies that Hull(C) is maximal Euclidean self-orthogonal in C⊥ and the Gramian

of H is

HHT =



1 0 0 0

0 1 0 0

0 0 0 0

0 0 0 0


= diag(1, 1, 0, 0).

Lemma 3.13. Let C be a linear [n, k]q code such that dim(Hull(C)) = ℓ. Then

the following statements hold.

1) If k − ℓ ≤ 1, then Hull(C) is maximal self-orthogonal in C.

2) If n− k − ℓ ≤ 1, then Hull(C) is maximal self-orthogonal in C⊥.

Proof. To prove 1), assume that k− ℓ ≤ 1. If k− ℓ = 0, then we have k = ℓ which

means Hull(C) = C. Hence, Hull(C) is a Euclidean self-orthogonal in C, i.e., C

is maximal Euclidean self-orthogonal in C. Assume that k − ℓ = 1. Then there

exists v ∈ C\Hull(C). Suppose that ⟨v,v⟩ = 0. Then C = ⟨v⟩ + Hull(C). Since

⟨v, c⟩ = 0 for all c ∈ C, we have v ∈ Hull(C) which is a contradiction. Hence,

⟨v,v⟩ ̸= 0. Therefore, Hull(C) is maximal Euclidean self-orthogonal in C. By

replacing C with C⊥ in 1), the result of 2) follows similarly. □

Corollary 3.14. Let C be a linear [n, k]q code such that dim(Hull(C)) = ℓ. If q

is even, then the following statements hold.

1) k − ℓ ≤ 1 if and only if Hull(C) is maximal Euclidean self-orthogonal in C.

2) n − k − ℓ ≤ 1 if and only if Hull(C) is maximal Euclidean self-orthogonal in

C⊥.
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Proof. Assume that q is even. The sufficient part follows from Lemma 3.13. For

necessity, assume that k − ℓ > 1. Then there exist two linearly independent

elements v1 and v2 in C ∖Hull(C). Then ⟨v1,v1⟩ ̸= 0 and ⟨v2,v2⟩ ̸= 0. Since q is

even, every element in Fq is square. Let a be an element in Fq such that a2 = ⟨v1,v1⟩
⟨v2,v2⟩ .

Then ⟨v1 + av2,v1 + av2⟩ = ⟨v1,v1⟩+ 2a⟨v1,v2⟩+ a2⟨v2,v2⟩ = 2⟨v1,v1⟩ = 0 and

v1 + av2 ∈ C ∖Hull(C). Hence, Hull(C) + ⟨v1 + av2⟩ is Euclidean self-orthogonal

and Hull(C) ⊊ Hull(C) + ⟨v1 + av2⟩ ⊆ C. Therefore, Hull(C) is not maximal

Euclidean self-orthogonal in C. The second statement follows immediately from

1). □

Corollary 3.15. Let C be a non-zero linear code of length n over Fq. If q is even

and dim(C)− dim(Hull(C)) ≤ 1, then the Gramian of a generator matrix of C is

diagonalizable.

The diagonalizabilty studied above will be useful in the applications in

Chapter 5.

3.2 Hermitian Hulls of Linear Codes

Recall the Hermitian hull of a code C is HullH(C) = C ∩ C⊥H . A code

C is said to be Hermitian self-orthogonal if C ⊆ C⊥H and it is said to be Hermitian

complementary dual if HullH(C) = {0}. Clearly, C is Hermitian self-orthogonal if

HullH(C) = C.

In this section, a discussion on Hermitian hulls of linear codes is given.

We note that most of the results in this section can be obtained using the arguments

analogous to those in Section 3.1. Therefore, the proofs for those results will be

omitted. Some proofs are provided if they are required and different from those in

Section 3.1. For convenience, the theorem numbers are given in the form 3.1.N ′ if
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it corresponds to 3.1.N in Section 3.1.

The Hermitian hull dimension of linear codes has been characterized

in [23]. Here, we provide an alternative characterizations of the Hermitian hull

dimension of linear codes.

Proposition 3.16. Let C be a linear [n, k]q2 code and let ℓ be a non-negative

integer. Then the following statements are equivalent.

1) dim(HullH(C)) = ℓ.

2) rank(GG†) = k − ℓ for every generator matrix G of C.

3) rank(G1G
†
2) = k − ℓ for all generator matrices G1 and G2 of C.

4) rank(HH†) = n− k − ℓ for every parity-check matrix H of C.

5) rank(H1H
†
2) = n− k − ℓ for all parity-check matrices H1 and H2 of C.

From Proposition 3.16, the following characterizations can be obtained

directly.

Corollary 3.17. Let C be a linear [n, k]q2 code and let ℓ be a non-negative integer.

Then the following statements are equivalent.

1) dim(HullH(C)) = ℓ.

2) There exist nonzero elements a1, a2, . . . , ak−ℓ in Fq2 and generator matrices G1

and G2 of C such that

G1G
†
2 = diag(a1, a2, . . . , ak−ℓ, 0, . . . , 0).

3) There exist nonzero elements b1, b2, . . . , bn−k−ℓ in Fq2 and parity-check matrices

H1 and H2 of C such that

H1H
†
2 = diag(b1, b2, . . . , bn−k−ℓ, 0, . . . , 0).
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Example 3.18. Let F4 = {0, 1, α, α2 = α+ 1} and C be a linear [6, 3]4 code with

generator matrix

G =


1 0 0 0 α 1

0 1 0 α 1 1

0 0 1 1 1 α

 .

Then

H =


1 0 1 0 α2 α2

0 1 α 0 α2 α

0 0 0 1 α 1



is a parity-check matrix of C. Since GG† =


1 α2 1

α 0 0

1 0 0

 and Proposition 2.36, we

get

dim(HullH(C)) = k − rank(GG†) = 3− 2 = 1 = ℓ.

Choose

G1 =


α2 0 1 1 0 1

α α2 α2 α α2 0

0 α α2 0 1 α2

 and G2 =


α 0 0 0 α2 α

1 0 α α 0 α

0 1 α 0 α2 α

 .

Then G1 ∼ G and G2 ∼ G. Moreover, G1 and G2 are generator matrices of C such

that

G1G
†
2 =


1 0 0

0 1 0

0 0 0

 = diag(1, 1, 0).

Choose

H1 =


1 0 1 1 1 α

1 0 1 0 α2 α2

0 1 α 0 α2 α

 and H2 =


α2 α 0 0 α2 1

0 0 0 α2 1 α2

0 1 α 0 α2 α

 .
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Then H1 ∼ H and H2 ∼ H. It follows that H1 and H2 are parity-check matrices

of C and

H1H
†
2 =


α 0 0

0 α 0

0 0 0

 = diag(α, α, 0).

For an odd prime power q, we show that GG† is always diagonalizable

for every generator matrix G of a linear code over Fq2 . We begin with the following

useful lemma.

Lemma 3.19. Let C be a linear code of length n over Fq2. If q is odd and C

is not Hermitian self-orthogonal, then there exists a codeword v ∈ C such that

⟨v,v⟩H ̸= 0.

Proof. Assume that q is an odd prime power and C is not Hermitian self-orthogonal.

Then there exist u and w in C such that ⟨u,w⟩H ̸= 0. If ⟨u,u⟩H ̸= 0 or

⟨w,w⟩H ̸= 0, we are done. Assume that ⟨u,u⟩H = 0 and ⟨w,w⟩H = 0. Let

v = u+ ⟨u,w⟩Hw. Since q is odd, we have

⟨v,v⟩H = ⟨u,u⟩H + ⟨u,w⟩qH⟨u,w⟩H + ⟨u,w⟩H⟨w,u⟩H + ⟨u,w⟩q+1
H ⟨w,w⟩H

= ⟨u,w⟩qH⟨u,w⟩H + ⟨u,w⟩H⟨u,w⟩qH

= 2⟨u,w⟩qH⟨u,w⟩H

̸= 0

as desired. □

Applying Lemma 3.19 instead of Lemma 3.4, the next proposition can

be obtained using the arguments similar to those for the proof of Proposition 3.5.

Proposition 3.20. Let C be a non-zero linear code of length n over Fq2. If q is

odd, then GG† is diagonalizable for every generator generator matrix G of C.
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The following corollary is a direct consequence of Proposition 3.20.

Corollary 3.21. Let C be a linear [n, k]q2 code such that dim(HullH(C)) = ℓ. If

q is odd, then the following statements hold.

1. There exist nonzero elements a1, a2, . . . , ak−ℓ in Fq and a generator matrix G

of C such that

GG† = diag(a1, a2, . . . , ak−ℓ, 0, . . . , 0).

2. There exist nonzero elements b1, b2, . . . , bn−k−ℓ in Fq and a parity-check ma-

trix H of C such that

HH† = diag(b1, b2, . . . , bn−k−ℓ, 0, . . . , 0).

Example 3.22. Let F9 = {0, 1, α, α2, α3, 2, α5, α6, α7 |α2+2α2+2 = 0} and C be

a linear [6, 3]9 code with generator matrix

G =


α6 α7 α3 2 α α5

α α α5 α6 2 α3

0 α α7 α2 α6 α3

 .

Then

H =


1 0 0 α3 α α3

α α 1 1 α2 2

α7 1 0 α3 2 1



is a parity-check matrix of C. Since GG† =


1 0 0

0 1 0

0 0 2

 and Proposition 2.36, we

get

dim(HullH(C)) = k − rank(GG†) = 3− 3 = 0.
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Therefore, we have

GG† =


1 0 0

0 1 0

0 0 2

 = diag(1, 1, 2)

and

H1H
†
1 =


1 0 0

0 2 0

0 0 1

 = diag(1, 2, 1).

Corollary 3.23. Let q be an odd prime power and let C be a linear code over

Fq2. Then C is Hermitian complementary dual if and only if C has a Hermitian

orthogonal basis.

The following results hold true for every prime powers q. However, for

an odd prime power q, we already have stronger results in discussion above.

Proposition 3.24. Let C be a linear [n, k]q2 code such that dim(HullH(C)) = ℓ.

If HullH(C) is maximal Hermitian self-orthogonal in C, then there exist nonzero

elements a1, a2, . . . , ak−ℓ in Fq2 and a generator matrix G of C such that

GG† = diag(a1, a2, . . . , ak−ℓ, 0, . . . , 0).

We can replace a generator matrix G by a parity-check matrix H of C

and derive the result as follows.

Corollary 3.25. Let C be a linear [n, k]q2 code such that dim(HullH(C)) = ℓ. If

HullH(C) is maximal Hermitian self-orthogonal in C⊥H , then there exist nonzero

elements b1, b2, . . . , bn−k−ℓ in Fq2 and a parity-check matrix H of C such that

HH† = diag(b1, b2, . . . , bn−k−ℓ, 0, . . . , 0).
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Corollary 3.26. Let C be a linear [n, k]q2 code. If C is maximal Hermitian self-

orthogonal, then there exist nonzero elements b1, b2, . . . , bn−2k in Fq2 and a parity-

check matrix H of C such that

HH† = diag(b1, b2, . . . , bn−2k, 0, . . . , 0).

Example 3.27. Let F4 = {0, 1, α, α2 |α2 + α + 1 = 0} and C be a linear [6, 2]4

code with generator matrix

G =

1 0 α 0 1 1

0 1 0 1 α α

 .

Then

H =



0 1 1 α2 1 α

1 1 1 0 α2 1

1 α α α α α

1 0 α 0 1 1



is parity-check matrix of C. Since GG† =

0 0

0 0

 and Proposition 2.36, we get

dim(HullH(C)) = k − rank(GG†) = 2− 0 = 2 = dim(C).

It implies that HullH(C) is maximal Hermitian self-orthogonal in C⊥H and

HH† =



1 0 0 0

0 1 0 0

0 0 0 0

0 0 0 0


= diag(1, 1, 0, 0)

is diagonal.
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Corollary 3.28. Let C be a linear [n, k]q2 code such that dim(HullH(C)) = ℓ. If

q is even, then the following statements hold.

1) k − ℓ ≤ 1 if and only if HullH(C) is maximal Hermitian self-orthogonal in C.

2) n− k − ℓ ≤ 1 if and only if HullH(C) is maximal Hermitian self-orthogonal in

C⊥H .

Corollary 3.29. Let C be a non-zero linear code of length n over Fq2. If q is even

and dim(C)− dim(HullH(C)) ≤ 1, then GG† is diagonalizable for every generator

matrix G of C.



 

Chapter 4

Linear ℓ-Intersection Pairs of Codes

Linear complementary pairs (LCPs) of codes have been of interest and

extensively studied due to their rich algebraic structure and wide applications in

cryptography. For example, in [12] and [13], it was shown that these pairs of

codes can be used to counter passive and active side-channel analysis attacks on

embedded cryptosystems. Several construction of LCPs of codes were also given.

In this chapter, we introduce a linear ℓ-Intersection pairs of codes as

a generalization of the LCP of codes in [13]. A characterization of such pairs of

codes is given in terms of generator and parity-check matrices of codes. Linear ℓ-

Intersection pairs of codes has showed and constructed. Including of links between

this concept and known families of codes such as complementary dual codes, self-

orthogonal codes, and linear complementary pairs of codes, ℓ-Intersection pairs of

codes have been seen as a generalization of hulls of code.

Definition 4.1. Two of linear codes C and D of length n over Fq are called a

linear complementary pair (LCP) if

C ∩D = {0} and C +D = Fn
q .

Clearly, C and C⊥ form a linear complementary pair for all LECD codes.

Example 4.2. Let C and D be linear [6, 2]2 and [6, 4]2 codes with generator

matrices

GC =

1 0 1 0 1 0

0 1 0 1 0 1


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and

GD =



1 0 0 0 1 0

0 1 0 0 0 1

0 0 1 0 1 0

0 0 0 1 0 1


,

respectively. Then dim(C) + dim(D) = 2 + 4 = 6. Since the rows of GC and GD

are linearly independent, C ∩D = {0}. Hence, the codes C and D form a LCP.

Definition 4.3. For an integer ℓ ≥ 0, linear codes C and D of length n over Fq

are called a linear ℓ-intersection pair if

dim(C ∩D) = ℓ.

Example 4.4. Let C = {000000, 101010, 010101, 111111} andD = {000000, 110011,

001100, 111111} be linear codes of length 6 over F2. Then C∩D = {000000, 111111}

has dimension one. Hence, C and D form a linear 1-intersection pair.

From the definition above, we have the following observations.

• A linear 0-intersection pair with dim(C) + dim(D) = n is an LCP (see [13]).

• A linear 0-intersection pair with D = C⊥ is an LCD code (see [33]).

• The study of a linear ℓ-intersection pair with D = C⊥ is equivalent to that

of the hull of C (see [23]).

Therefore, linear ℓ-intersection pairs of codes can be viewed as a gener-

alization of LCPs of codes, LCD codes, and the hulls of codes.

4.1 Characterizations of Linear ℓ-Intersection Pairs of Codes

In this section, properties of linear ℓ-intersection pairs of codes are es-

tablished in terms of their generator and parity-check matrices. In some cases,
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links between this concept and known families of codes such as complementary

dual codes, self-orthogonal codes, and linear complementary pairs of codes, as well

as hulls of codes, are discussed.

Theorem 4.5. For i ∈ {1, 2}, let Ci be a linear [n, ki]q code with parity check

matrix Hi and generator matrix Gi and let ℓ be a non-negative integer. Then

rank(H1G
T
2 ) and rank(G1H

T
2 ) are independent of Hi and Gi and the following

statements are equivalent.

1. C1 and C2 are a linear ℓ-intersection pair.

2. rank(G1H
T
2 ) = rank(H2G

T
1 ) = k1 − ℓ.

3. rank(G2H
T
1 ) = rank(H1G

T
2 ) = k2 − ℓ.

Proof. First, we prove that rank(H1G
T
2 ) and rank(G1H

T
2 ) are independent of Hi

and Gi. Let dim(C1 ∩ C2) = m. We prove that rank(G1H
T
2 ) = rank(H2G

T
1 ) =

k1 −m. Since (G1H
T
2 )

T = H2G
T
1 , it suffices to show that rank(G1H

T
2 ) = k1 −m.

Since m = dim(C1 ∩ C2), we have n ≥ dim(C1 + C2) = k1 + k2 − m

which implies that n−k2 ≥ k1−m and n−k1 ≥ k2−m . Let B = {g1, g2, . . . , gm}

be a basis of C1 ∩ C2. If m = k1, then B ⊆ C2 and G1H
T
2 = [0], and hence

rank(G1H
T
2 ) = 0 = k1 −m as desired. Assume that m < k1 and extend B to be a



 37

basis {g1, g2, . . . , gm, gm+1, . . . , gk1} for C1. Then

J1 =



g1

g2

...

gm

gm+1

...

gk1


is a generator matrix for C1. Applying a suitable sequence of elementary row

operations gives an invertible k1 × k1 matrix A over Fq such that G1 = AJ1 and

hence

G1H
T
2 = AJ1H

T
2 .

Since A is invertible, we have

rank(G1H
T
2 ) = rank(J1H

T
2 ). (4.1)

As gi ∈ C2 for all i = 1, 2, . . . ,m, we have giH
T
2 = 0 for all i = 1, 2, . . . ,m so then

J1H
T
2 =



0
gm+1

...

gk1

HT
2


.

The matrix


gm+1

...

gk1

HT
2 has dimensions (k1−m)× (n−k2) with n−k2 ≥ k1−m
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so it follows that

rank




gm+1

...

gk1

HT
2

 ≤ (k1 −m).

Suppose that rank




gm+1

...

gk1

HT
2

 < k1−m. Then there exists a non-zero vector

u ∈ Fk1−m
q such that

u


gm+1

...

gk1

HT
2 = [0],

so then u


gm+1

...

gk1

 ∈ C2 ∖ {0}. Since span{gm+1, gm+2, . . . , gk1} ∩ C2 = {0},

we have u


gm+1

...

gk1

 /∈ C2, which is a contradiction. Therefore, rank(G1H
T
2 ) =

rank(J1H
T
2 ) = k1 −m which is independent of G1 and H2 as required.

To prove 1) ⇔ 2), assume that C1 and C2 are a linear ℓ-intersection

pair. Then dim(C1 ∩ C2) = ℓ. Hence, rank(G1H
T
2 ) = rank(J1H

T
2 ) = k1 − ℓ which

is independent of G1 and H2 as required. Conversely, assume that 2) holds. Then

k1− ℓ = k1−m. It implies that dim(C1∩C2) = m = ℓ, i.e., C1 and C2 are a linear

ℓ-intersection pair as desired.

By swapping C1 and C2, the equivalent 1) ⇔ 3) can be obtained simi-

larly. □
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Example 4.6. Let C1 and C2 be linear [6, 2]2 and [6, 3]2 codes with generator

matrices

G1 =

1 1 0 0 1 1

0 0 1 1 1 1


and

G2 =


1 0 0 1 0 1

0 1 0 1 1 0

0 0 1 1 1 1

 ,

respectively. Then

H1 =



1 0 0 1 0 1

0 1 0 1 0 1

0 0 1 1 0 0

0 0 0 0 1 1


and

H2 =


1 0 0 1 1 0

0 1 0 1 0 1

0 0 1 1 1 1


are parity-check matrices of C1 and C2, receptively. It follows that

G1H
T
2 =

1 1 0 0 1 1

0 0 1 1 1 1



1 0 0 1 1 0

0 1 0 1 0 1

0 0 1 1 1 1


T

=

0 0 0

0 0 0


and

G2H
T
1 =


1 0 0 1 0 1

0 1 0 1 1 0

0 0 1 1 1 1





1 0 0 1 0 1

0 1 0 1 0 1

0 0 1 1 0 0

0 0 0 0 1 1



T

=


1 0 1 1

1 0 1 1

0 0 0 0


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which implies that rank(G1H
T
2 ) = 2− 2 = 0 and rank(G2H

T
1 ) = 3− 2 = 1. Hence,

C1 and C2 form a linear 2-intersection pair by Theorem 4.5.

In the case where the sum of the two codes cover the entire space Fn
q ,

we have the following corollary.

Corollary 4.7. For i ∈ {1, 2}, let Ci be a linear [n, ki]q code with parity check

matrix Hi and generator matrix Gi and let ℓ be a non-negative integer. Then the

following statements are equivalents.

1. C1 and C2 are a linear ℓ-intersection pair such that C1 + C2 = Fn
q .

2. rank(G1H
T
2 ) = rank(H2G

T
1 ) = n− k2 = k1 − ℓ.

3. rank(G2H
T
1 ) = rank(H1G

T
2 ) = n− k1 = k2 − ℓ.

Proof. Since C1 + C2 = Fn
q , we have that n = k1 + k2 − ℓ. Then n− k2 = k1 − ℓ

and n− k1 = k2 − ℓ, and the equivalent follow from Theorem 4.5. □

By setting ℓ = 0 in the above corollary, we have the following charac-

terization of LCPs of codes.

Corollary 4.8. For i ∈ {1, 2}, let Ci be a linear [n, ki]q code with parity check

matrix Hi and generator matrix Gi. Then the following statements are equivalents.

1. C1 and C2 are a LCP.

2. rank(G1H
T
2 ) = rank(H2G

T
1 ) = k1.

3. rank(G2H
T
1 ) = rank(H1G

T
2 ) = k2.

Example 4.9. Let C1 and C2 be linear [6, 2]2 and [6, 4]2 codes with generator
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matrices

G1 =

1 0 1 0 1 0

0 1 0 1 0 1

 and G2 =



1 0 0 0 1 0

0 1 0 0 0 1

0 0 1 0 1 0

0 0 0 1 0 1


.

Then

H1 =



1 0 0 0 1 0

0 1 0 0 0 1

0 0 1 0 1 0

0 0 0 1 0 1


and H2 =

1 0 1 0 1 0

0 1 0 1 0 1



are parity-check matrices for C1 and C2 respectively. It follows that

G1H
T
2 =

1 0 1 0 1 0

0 1 0 1 0 1


1 0 1 0 1 0

0 1 0 1 0 1


T

=

1 0

0 1


and

G2H
T
1 =



1 0 0 0 1 0

0 1 0 0 0 1

0 0 1 0 1 0

0 0 0 1 0 1





1 0 0 0 1 0

0 1 0 0 0 1

0 0 1 0 1 0

0 0 0 1 0 1



T

=



0 0 1 0

0 0 0 1

1 0 0 0

0 1 0 0


.

Since rank(G1H
T
2 ) = 2 = dim(C)1 and rank(G2H

T
1 ) = 4 = dim(C2), C1 and C2

form a LCP by Corollary 4.8.

In the case where C2 is the dual code of C1, we have C1∩C2 = Hull(C1) =

Hull(C2) and the following result in [23] can be obtained from Theorem 4.5.

Remark 4.10. In general, we may relate a linear ℓ-intersection pair of codes

with the Galois dual of a linear code [18]. For q = pe and 0 ≤ h < e, the
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ph-inner product (Galois inner product) between u = (u1, u2, . . . , un) and v =

(v1, v2, . . . , vn) in Fq is defined to be

⟨u,v⟩h =
n∑

i=1

uiv
ph

i .

The ph-dual (Galois dual) C⊥h of a linear code C is defined as

C⊥h = {u ∈ Fn
q | ⟨u, c⟩h = 0 for all c ∈ C}.

Note that C⊥0 is the Euclidean dual C⊥. If e is even, the C
⊥ e

2 is the well-known

Hermitian dual.

Using statements similar to those in the proof of Theorem 4.5, the fol-

lowing result can be concluded. For i ∈ {1, 2}, let Ci be a linear [n, ki]q code with

generator matrix Gi and let Hi be a generator matrix for the Galois dual C⊥h
i . If

C1 and C2 are a linear ℓ-intersection pair then

rank(G1H
∗
2 ) = rank(H2G

∗
1) = k1 − ℓ,

and

rank(G2H
∗
1 ) = rank(H1G

∗
2) = k2 − ℓ,

where A∗ = [ap
h

ji ] for a matrix A = [aij] over Fq.

4.2 Constructions of Linear ℓ-Intersection Pairs of Codes

In this section, a discussion on constructions of linear ℓ-intersection pairs

is given. From the characterizations in the previous section, the value ℓ for which

two linear codes of length n over Fq form a linear ℓ-intersection pair can be easily

determined. Here, constructions of linear ℓ-intersection pairs will be given using

the concept of equivalent codes and some propagation rules.
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We note that constructions of linear 0-intersection pairs of linear codes

C1 and C2 with dim(C1) + dim(C2) = n, LCPs of codes, have been given in [13].

Various constructions of linear 0-intersection pairs of linear codes C1 and C2 = C⊥
1 ,

LCD codes, have been discussed in [8], [9], [27], [33] and [35]. Constructions of

some linear codes with prescribed hull dimension have been given in [23] and [32].

First of all, equivalent of two codes and weighted permutation matrix

are used (see Remark 2.21). Using Definition 2.19 and Definition 2.20, It is not

difficult to see that linear codes C1 and C2 of length n over Fq are equivalent if

and only if there exists an n×n weighted permutation matrix A over Fq such that

C2 = {cA | c ∈ C1}.

Lemma 4.11. Let C1 and C2 be [n, k1, d1]q and [n, k2, d2]q codes, respectively.

Let A be an n × n weighted permutation matrix over Fq and let G1 and H2 be

a generator matrix of C1 and a parity-check matrix of C2, respectively. Then

their exists a linear ℓ-intersection pair of [n, k1, d1]q and [n, k2, d2]q codes, where

ℓ = k1 − rank(G1AH
T
2 ).

Proof. Let C ′
1 be the linear code generated by G1A. By the discussion above,

C ′
1 is equivalent to C1. Hence, C ′

1 is an [n, k1, d1]q code. By Theorem 4.5, C ′
1

and C2 form a linear ℓ-intersection pair of [n, k1, d1]q and [n, k2, d2]q codes, where

ℓ = k1 − rank((G1A)H
T
2 ) = k1 − rank(G1AH

T
2 ). □

In Lemma 4.11, the value ℓ depends on the choices of A. In applications,

a suitable weighted permutation matrix A is required. Illustrative examples are

given as follows.

Example 4.12. Let C1 and C2 be [7, 4, 3]2 and [7, 3, 4]2 codes with generator
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matrices

G1 =



1 0 0 0 0 1 1

0 1 0 0 1 0 1

0 0 1 0 1 1 0

0 0 0 1 1 1 1


and G2 =


1 0 1 0 1 0 1

0 1 1 0 0 1 1

0 0 0 1 1 1 1

 .

Using the computer algebra system MAGMA [3] and Theorem 4.5, it can be seen

that C1 and C2 form a linear 3-intersection pair of [7, 4, 3]2 and [7, 3, 4]2 codes. Let

A1 =



1 0 0 0 0 0 0

0 1 0 0 0 0 0

0 0 1 0 0 0 0

0 0 0 1 0 0 0

0 0 0 0 1 0 0

0 0 0 0 0 0 1

0 0 0 0 0 1 0



, A2 =



0 1 0 0 0 0 0

1 0 0 0 0 0 0

0 0 1 0 0 0 0

0 0 0 1 0 0 0

0 0 0 0 1 0 0

0 0 0 0 0 0 1

0 0 0 0 0 1 0


and

A3 =



0 0 0 0 0 0 1

1 0 0 0 0 0 0

0 0 1 0 0 0 0

0 0 0 1 0 0 0

0 0 0 0 1 0 0

0 1 0 0 0 0 0

0 0 0 0 0 1 0


be 7× 7 (weighted) permutation matrices over F2. Let C

′
1, C

′′
1 and C ′′′

1 be linear

codes generated by G1A1, G1A2 and G1A3, respectively. Using the computer

algebra system MAGMA [3] and Lemma 4.11, we have the result as follows;

- C ′
1 and C2 form a linear 2-intersection pair of [7, 4, 3]2 and [7, 3, 4]2 codes.
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- C ′′
1 and C2 form a linear 1-intersection pair of [7, 4, 3]2 and [7, 3, 4]2 codes.

- C ′′′
1 and C2 form a linear 0-intersection pair of [7, 4, 3]2 and [7, 3, 4]2 codes.

Next, useful recursive constructions of linear ℓ-intersection pairs are

given.

Theorem 4.13. Let ℓ ≥ 0 be an integer. If there exists a linear ℓ-intersection pair

of [n, k1, d1]q and [n, k2, d2]q codes, then the following statements hold.

1. There exists a linear γ-intersection pair of [n, k1, d1]q and [n, k2 − ℓ+ γ,D2]q

codes for all 0 ≤ γ ≤ ℓ, where D2 ≥ d2.

2. There exists a linear γ-intersection pair of [n + ℓ − γ, k1, d1]q and [n + ℓ −

γ, k2, D2]q codes for all 0 ≤ γ ≤ ℓ, where D2 ≥ d2.

Proof. Assume that there exists a linear ℓ-intersection pair of [n, k1, d1]q and

[n, k2, d2]q codes, denoted by C1 and C2, respectively. Let A = {v1,v2, . . . ,vℓ}

be a basis of C1 ∩C2. Let B1 and B2 be bases of C1 and C2 extended respectively

from A. For γ = ℓ, the two statements are obvious. Assume that 0 ≤ γ < ℓ.

To prove 1, let C ′
2 be the linear code generated byB2∖{v1,v2, . . . ,vℓ−γ}.

Then C ′
2 is an [n, k2−ℓ+γ]q code. Since C

′
2 is a subcode of C2, we have d(C

′
2) = D2

for some D2 ≥ d2. It is clear that C1 and C ′
2 form a linear γ-intersection pair.

To prove 2, let φ1 : B1 → Fn+1
q and φ2 : B2 → Fn+1

q be concatenated

maps defined by

φ1(u) = u|0

for all u ∈ B1, and

φ2(u) =


u|1 if u = vℓ,

u|0 otherwise
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for all u ∈ B2. Let C ′
1 and C ′

2 be the linear codes generated by φ1(B1) and

φ2(B2). Clearly, C
′
1 and C ′

2 form a linear (ℓ− 1)-intersection pair of [n+1, k1, d1]q

and [n + 1, k2, D2]q codes for some D2 ≥ d2. Continue this process, a linear γ-

intersection pair of [n+ℓ−γ, k1, d1]q and [n+ℓ−γ, k2, D2]q codes can be constructed

for all 0 ≤ γ < ℓ, where D2 ≥ d2. □

Based on the characterizations given in section 4.1, Lemma 4.11 and

some well known properties in linear codes [21], some linear ℓ-intersection pair of

good codes over small finite fields can be constructed using the following steps:

1) Fix two best known linear codes C1 and C2 of length n over Fq from [21].

2) Fix an n× n weighted permutation matrix A over Fq.

3) Compute C ′
1 = {cA | c ∈ C1}.

4) Compute the value ℓ for which C ′
1 and C2 form a linear ℓ-intersection pair

using Lemma 4.11.

Output: linear ℓ-intersection pair.

5) Apply recursive constructions given in Theorem 4.13.

Output: linear γ-intersection pair, where 0 ≤ γ ≤ ℓ.

We note that a linear ℓ-intersection pair of linear codes with best known

parameters is obtained in Step 4 while the minimum distance of the second code in

a linear γ-intersection pair obtained in Step 5 might be lower than the best known

ones.

Example 4.14. Using the computer algebra system MAGMA [3] and Theorem

4.13, the following linear γ-intersection pairs of codes Cγ1 and Cγ2 are derived from

ℓ-intersection pairs of linear codes in Example 4.12.
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• γ-intersection pairs derived from the linear 2-intersection pair of C ′
1 and C2

with parameters [7, 4, 3]2 and [7, 3, 4]2, respectively.

γ Cγ1 Cγ2

0 [7, 4, 3]2 [7, 1, 7]2

0 [9, 4, 3]2 [9, 3, 7]2

1 [7, 4, 3]2 [7, 2, 4]2

1 [8, 4, 3]2 [8, 3, 4]2

2 [7, 4, 3]2 [7, 3, 4]2

• γ-intersection pairs derived from the linear 1-intersection pair of C ′′
1 and C2

with parameters [7, 4, 3]2 and [7, 3, 4]2, respectively.

γ Cγ1 Cγ2

0 [7, 4, 3]2 [7, 2, 4]2

0 [8, 4, 3]2 [8, 3, 4]2

1 [7, 4, 3]2 [7, 3, 4]2

• γ-intersection pair derived from the linear 0-intersection pair of C ′′′
1 and C2

with parameters [7, 4, 3]2 and [7, 3, 4]2, respectively.

γ Cγ1 Cγ2

0 [7, 4, 3]2 [7, 3, 4]2.

Using basic linear algebra, we have the following result.

Lemma 4.15. If there exists a linear ℓ-intersection pair of [n, k1, d1]q and [n, k2, d2]q

codes, then k1 + k2 − n ≤ ℓ ≤ min{k1, k2}.

Note that Lemma 4.15 does not guarantee the existence of a linear ℓ-

intersection pair of [n, k1, d1]q and [n, k2, d2]q codes for all ℓ satisfying k1+k2−n ≤

ℓ ≤ min{k1, k2}.
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Conjecture 1. There exists a linear ℓ-intersection pair of [n, k1, d1]q and [n, k2, d2]q

codes for all ℓ satisfying k1 + k2 − n ≤ ℓ ≤ min{k1, k2} provided that there exist

[n, k1, d1]q and [n, k2, d2]q codes.

The other cases remain an open problem. In our view, the concept

of equivalent codes in Lemma 4.11 might be useful in solving Conjecture 1 as

discussed in Example 4.12.

As an application, linear ℓ-intersection pairs of codes are employed to

construct entanglement-assisted quantum error correcting codes. It will be dis-

cussed in Chapter 5.



 

Chapter 5

Applications

Applications of hulls in constructions of entanglement-assisted quantum

error-correcting codes are discussed. In this chapter, hulls and linear ℓ-intersection

pairs of codes discussed in Chapter 3 and Chapter 4 are applied in construc-

tions of Entanglement-Assisted Quantum Error Correcting Codes (EAQECCs).

EAQECCs were introduced in [26] which can be constructed from classical linear

codes. The performance of the resulting quantum codes can be determined by the

performance of the underlying classical codes. Precisely, an [[n, k, d; c]]q EAQECC

encodes k logical qudits into n physical qudits using c copies of maximally en-

tangled states and its performance is measured by its rate k
n
and net rate (k−c

n
).

As shown in [5], the net rate of an EAQECC is positive, it is possible to obtain

catalytic codes. The readers may refer to [6], [23], and the references therein for

more details on EAQECCs.

5.1 EAQECCs from Hulls of Linear Codes

The following results from [23] are useful for constructions of EAQECCs

from classical linear codes and their hulls.

Proposition 5.1 ([23, Corollary 3.1]). Let C be a classical [n, k, d]q linear code

and C⊥ its Euclidean dual with parameters [n, n−k, d⊥]q. Then there exist [[n, k−

dim(Hull(C)), d;n − k − dim(Hull(C))]]q and [[n, n − k − dim(Hull(C)), d⊥; k −

dim(Hull(C))]]q EAQECCs.
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Proposition 5.2 ([23, Corollary 3.2]). Let C be a classical [n, k, d]q2 code and

let C⊥H be its Hermitian dual with parameters [n, n− k, d⊥H ]q2. Then there exists

[[n, k−dim(HullH(C)), d;n−k−dim(HullH(C))]]q and [[n, n−k−dim(HullH(C)), d⊥; k−

dim(HullH(C))]]q EAQECCs.

Based on the diagonalizability of Gramians studied in Sections 3.1 and

3.2, EAQECCs can be constructed from all linear codes over finite fields of odd

characteristic as follows.

Proposition 5.3. Let q ≥ 5 be an odd prime power and let C be a classical [n, k, d]q

linear code such that dim(Hull(C)) = ℓ. Then there exists an [[n+ r, k − ℓ, d′;n−

k − ℓ+ r]]q EAQECC with d ≤ d′ ≤ d+ r for each 0 ≤ r ≤ k − ℓ.

Proof. If r = 0 or k = ℓ, then the result follows directly from Proposition 5.1.

Next, assume that 1 ≤ r ≤ k− ℓ. Since q is odd, there exists a generator matrix G

for C such that the Gramian GGT is diagonalizable by Proposition 3.5. Precisely,

there exist linearly independent codewords x1,x2, . . . ,xk−ℓ in C such that xix
T
i ̸=

0 for all 1 ≤ i ≤ n−k and xix
T
j = 0 for all 1 ≤ i < j ≤ k− ℓ. Since q ≥ 5, we have

that {a2 | a ∈ F∗
q} contains at least 2 elements. Hence, for each i ∈ {1, 2, . . . , k−ℓ},

there exists αi ∈ F∗
q such that α2

i ̸= −xix
T
i . Let H be a parity check matrix for C

and let C ′ be the code with parity check matrix

H ′ =



0 H

α1 x1

. . .
...

αr xr


.
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Then

H ′(H ′)T =



HHT 0 . . . 0

0 α2
1 + x1x

T
1 0

...
. . .

...

0 0 α2
r + xrx

T
r


.

Since α2
i ̸= −xix

T
i for all 1 ≤ i ≤ r and rank(HHT ) = n − k − ℓ, we have that

rank(H ′(H ′)T ) = n−k−ℓ+r ≥ 0 since ℓ ≤ min{k, n−k} and r ≥ 0. Equivalently,

dim(Hull(C ′)) = ℓ. Since every d − 1 columns of H are linearly independent and

αi ̸= 0 for all i ∈ {1, 2, . . . , r}, every d− 1 columns of H ′ are linearly independent.

It follows that C ′ is an [n+r, k, d′]q code where d ≤ d′ ≤ d+r. Then by Proposition

5.1, there exists an [[n+ r, k − ℓ, d′;n− k − ℓ+ r]]q EAQECC. □

In the same fashion, the Hermitian hulls of linear codes can be applied

in constructions of EAQECCs in the following proposition.

Proposition 5.4. Let q ≥ 3 be an odd prime power and let C be a classical

[n, k, d]q2 linear code such that dim(HullH(C)) = ℓ. Then there exists an [[n +

r, k − ℓ, d′;n− k − ℓ+ r]]q EAQECC with d ≤ d′ ≤ d+ r for each 0 ≤ r ≤ k − ℓ.

Proof. If r = 0 or k = ℓ, then the result follows directly from Proposition 5.2.

Next, assume that 1 ≤ r ≤ k− ℓ. Since q is odd, there exists a generator matrix G

for C such that GG† is diagonalizable by Proposition 3.20. Precisely, there exist

linearly independent codewords x1,x2, . . . ,xk−ℓ in C such that xix
†
i ̸= 0 for all

1 ≤ i ≤ n − k and xix
†
j = 0 for all 1 ≤ i < j ≤ k − ℓ. For each i ∈ {1, 2, . . . , r},

there exist αi ∈ F∗
q2 such that αi

q+1 ̸= −xix
†
i since q ≥ 3. Let H be a generator
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matrix for C⊥H and let C ′ be the code with parity check matrix

H ′ =



0 H

α1 x1

. . .
...

αr xr


.

Then

H ′(H ′)† =



HH† 0 . . . 0

0 αq+1
1 + x1x

†
1 0

...
. . .

0 0 αq+1
r + xrx

†
r


.

Since αq+1
i ̸= −xix

†
i for all 1 ≤ i ≤ r and rank(HH†) = n − k − ℓ, we have

that rank(H ′(H ′)†) = n − k − ℓ + r ≥ 0 since ℓ ≤ min{k, n − k} and r ≥ 0.

Equivalently, dim(HullH(C
′)) = ℓ. It is easily seen that very d− 1 columns of H ′

are linearly independent. Hence, C ′ is an [n+ r, k, d′]q2 code where d ≤ d′ ≤ d+ r.

By Proposition 5.2, there exists an [[n+ r, k − ℓ, d′;n− k − ℓ+ r]]q EAQECC. □

Observe that linear [n, k]q and [n, k]q2 codes with n
2
< k ≤ n have hull

dimension ℓ ≤ min{k, n− k} ≤ n− k which implies that k− ℓ ≥ 2k−n. From the

constructions in Propositions 5.3 and 5.4, we have an EAQECC Q with parameters

[[n+ r, k − ℓ, d′;n− k − ℓ+ r]]q for all 0 ≤ r ≤ k − ℓ. Hence, the net rate of Q is

(k − ℓ)− (n− k − ℓ+ r)

n+ r
=

2k − n− r

n+ r
> 0

for all classical linear codes with k > n
2
and 0 ≤ r < 2k − n since 2k − n ≤ k − ℓ.

In addition, if the dimension of the input linear code is

k ≥ 3n+ r

4
, (5.1)

its hull dimension is ℓ ≤ min{k, n − k} ≤ n − k ≤ n − 3n+r
4

= n−r
4

which implies
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that k − ℓ ≥ k − n−r
4

≥ 3n+r
4

− n−r
4

= n+r
2
, and hence, the rate of Q is

k − ℓ

n+ r
≥ 1

2
.

To obtain EAQECCs with good minimum distances, the input linear

code using Propositions 5.3 and 5.4 can be chosen from the best-known linear

codes in the database of [3]. Moreover, the required number of maximally entangled

states c := n− k − ℓ+ r can be adjusted by the parameter r.

Remark 5.5. We have the following observations and suggestions for the con-

structions of EAQECCs in Propositions 5.3 and 5.4.

1. By choosing best-known linear codes in [3] satisfy the condition k ≥ 3n+r
4

in

(5.1), all the EAQECCs obtained in Propositions 5.3 and 5.4 are good in the

sense that they have good rate and positive net rate. Moreover, some of them

have good minimum distances.

2. Under the assumption ℓ ≤ k − n+r
2
, EAQECCs constructed in Propositions

5.3 and 5.4 have good rate

k − ℓ

n+ r
≥ 1

2

and positive net rate

(k − ℓ)− (n− k − ℓ+ r)

n+ r
=

2k − n− r

n+ r
> 0

for all 0 ≤ r < 2k − n. It is easily seen that the condition ℓ ≤ k − n+r
2

is slightly lighter than (5.1) and it is equivalent to finding classical linear

codes with large dimension and small Euclidean/Hermitian hull dimension.

Therefore, linear complementary dual codes studied in [8], [9], [10], [11], [23],

and [33] would be good candidates in constructions of EAQECCs.
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Example 5.6. Let C be a linear [6, 3, 4]5 code with generator matrix

G =


2 4 0 1 2 2

3 2 0 2 0 2

3 0 1 0 4 3

 .

Then

H =


1 0 0 3 2 3

0 1 0 3 3 1

0 0 1 1 3 4


is a parity-check matrix of C. Since

GGT =


4 0 0

0 1 0

0 0 0

 and HHT =


1 0 0

0 1 0

0 0 0

 ,

we have dim(Hull(C)) = 3− rank(GGT ) = 3− 2 = 1 by Proposition 2.26.

Choose x1 = 240122 and x2 = 320202. Then x1 and x2 are in C such that

x1x
T
1 = 4 ̸= 0, x2x

T
2 = 1 ̸= 0 and x1x

T
2 = 0.

Since {a2 | a ∈ F∗
5} = {12, 22, 32, 42} = {1, 4}, choose α1 = 2 and α2 = 1. Then

α1, α2 ∈ F∗
q and

α2
1 = 4 ̸= −4 = −x1x

T
1 and α2

2 = 1 ̸= −1 = −x2x
T
2 .
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Let C ′ be a linear code with parity-check matrix

H ′ =


0 0 H

α1 0 x1

0 α2 x2



=



0 0 1 0 0 3 2 3

0 0 0 1 0 3 3 1

0 0 0 0 1 1 3 4

2 0 2 4 0 1 2 2

0 1 3 2 0 2 0 2


.

Then

H ′(H ′)T =


HHT 0 0

0 α2
1 + x1x

T
1 0

0 0 α2
2 + x2x

T
2



=



1 0 0 0 0

0 1 0 0 0

0 0 0 0 0

0 0 0 3 0

0 0 0 0 2


.

It follows that C ′ is an [8, 3, 4]5 code with dim(Hull(C ′)) = 1. By Proposition 5.3,

there exists an [[8, 2, 4; 4]]5 EAQECC.

Using the arguments in the computer algebra system MAGMA [3] shown

below and the assumption ℓ ≤ k − n+r
2
, EAQECCs can be constructed as in the

proof of Propositions 5.3 and examples of EAQECCs are given in Table 5.1.
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q:= (the cardinality of the finite field);

a:= (the starting point for the length);

b:= (the end point for the length);

for n in [a..b] do

for r in [1..Floor((n-1)/2)] do

for k2 in [n-r..n] do

for k1 in [r..n-r-1] do

Cperp:=BKLC(GF(q),n,k2);

C1:=Dual(BKLC(GF(q),n,n-k1));

l:=Dimension(C1 meet Cperp);

d:=MinimumDistance(Cperp);

if l le n/2-r then

"C1=[",n,k1, MinimumDistance(C1),"]",

"Cperp=[",n,k2, MinimumDistance(Cperp),"]",

"Q=[[",n,k2-l, d, k1-l,"]]";

end if;

end for;

end for;

end for;

end for;

5.2 EAQECCs from Linear ℓ-Intersection Pairs of Codes

Linear ℓ-intersection pairs of codes can be used to construct EAQECCs

using the following Propositions.
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q C Q

[n, k, d]q [[n, k, d; c]]q

5 [8, 4, 4] [[8, 4, 4; 3]]

5 [8, 5, 3] [[8, 4, 3; 2]]

5 [8, 6, 2] [[9, 6, 3; 3]]

5 [9, 7, 2] [[10, 7, 2; 2]]

5 [10, 7, 3] [[12, 6, 4; 4]]

5 [10, 8, 2] [[13, 8, 3; 3]]

7 [8, 5, 4] [[8, 4, 4; 2]]

7 [8, 6, 3] [[9, 5, 3; 2]]

7 [9, 6, 3] [[10, 5, 3; 3]]

7 [9, 7, 2] [[10, 7, 3; 3]]

q C Q

[n, k, d]q [[n, k, d; c]]q

7 [10, 7, 3] [[10, 6, 3; 2]]

7 [10, 8, 2] [[11, 8, 3; 3]]

9 [8, 5, 4] [[8, 5, 4; 4]]

9 [8, 6, 3] [[9, 6, 4; 3]]

9 [9, 6, 4] [[10, 6, 4; 4]]

9 [9, 7, 3] [[10, 6, 3; 2]]

9 [9, 5, 5] [[10, 5, 5; 5]]

9 [10, 7, 4] [[10, 7, 4; 3]]

9 [10, 8, 3] [[11, 8, 4; 3]]

9 [10, 6, 5] [[10, 6, 5; 4]]

Table 5.1: EAQECCs constructed using Proposition 5.3.

Proposition 5.7 ([41, Corollary 1]). Let H1 and H2 be parity-check matrices of

two linear codes D1 and D2 with parameters [n, k1, d1]q and [n, k2, d2]q, respectively.

Then an [[n, k1 + k2 − n + c,min{d1, d2}; c]]q EAQECC can be obtained where

c = rank(H1H2
T ) is the required number of maximally entangled states.

Proposition 5.8. Let ℓ ≥ 0 be an integer and C1 and C2 be a linear ℓ-intersection

pair of codes with parameters [n, k1, d1]q and [n, k2, d2]q, respectively. Then there

exists an [[n, k2 − ℓ,min{d⊥1 , d2}; k1 − ℓ]]q EAQECC with d⊥1 = d(C⊥
1 ).

Proof. If D1 = C⊥
1 and D2 = C2 in Proposition 5.7, then the result follows from

Proposition 5.7 and Theorem 4.5. □

Corollary 5.9. Let n and r be positive integers such that r < n
2
. Let k1 and k2

be integers such that r ≤ k1 < n − r ≤ k2 ≤ n. If there exists an [n, k2, d]q code,

then there exists a positive net rate [[n, k2 − ℓ, d; k1 − ℓ]]q EAQECC Q for some



 58

0 ≤ ℓ ≤ k1. In addition, if ℓ ≤ n
2
− r, the rate of EAQECC Q is greater than or

equal to 1
2
.

Proof. Assume that there exists an [n, k2, d]q code, denoted by C2. Since n−k1 ≤

k2, there exisits a linear code D with parameters [n, n− k1, d
⊥
1 ]q and d⊥1 ≥ d. Let

C1 = D⊥. Then C1 and C2 form a linear ℓ-intersection pair of [n, k1]q and [n, k2, d]q

for some 0 ≤ ℓ ≤ k1 and d(C⊥
1 ) = d⊥1 ≥ d. By Proposition 5.8, there exists an

[[n, k − ℓ,min{d⊥1 , d}; k1 − ℓ]]q = [[n, k − ℓ, d; k1 − ℓ]]q EAQECC Q. Consequently,

the net rate of Q is

(k2 − ℓ)− (k1 − ℓ)

n
=

k2 − k1
n

> 0.

In addition, assume that ℓ ≤ n
2
− r. Then the rate of Q is

k2 − ℓ

n
≥ (n− r)− (n/2− r)

n
=

1

2

as desired. □

To obtain an EAQECC with good minimum distances, the input linear

code in Corollary 5.9 can be chosen from the best-known linear codes in [21] or in

the database of [3]. Moreover, the required number of maximally entangled states

c = k1− ℓ can be adjusted using a weighted permutation matrix as in Lemma 4.11

and Example 4.12.

Using the arguments in MAGMA shown below, it can be easily seen that

a large number of linear ℓ-intersection pairs of best-known linear codes constructed

as in the proof of Corollary 5.9 satisfy the condition ℓ ≤ n
2
−r. Consequently, many

EAQECCs obtained in Corollary 5.9 are good in the sense that they have good

rate and positive net rate.
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q:= (the cardinality of the finite field);

a:= (the starting point for the length);

b:= (the end point for the length);

for n in [a..b] do

for r in [1..Floor((n-1)/2)] do

for k2 in [n-r..n] do

for k1 in [r..n-r-1] do

C2:=BKLC(GF(q),n,k2);

C1:=Dual(BKLC(GF(q),n,n-k1));

l:=Dimension(C1 meet C2);

d:=MinimumDistance(C2);

if l le n/2-r then

"[[",n,k2-l, d, k1-l,"]]";

end if;

end for;

end for;

end for;

end for;

By Theorem 4.5, the statement “l := k1-rank(G1*Transpose(H2));”

can be replaced by “G1:= GeneratorMatrix(C1); H2:= ParityCheckMatrix(H2);

l := k1-rank(G1*Transpose(H2));”.

Based on the algorithm above, some illustrative examples are shown in

Table 5.2.
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q C1 C2 Q

[n, k, d]q [n, k, d]q [[n, k, d; c]]q

3 [8, 3, 4] [8, 5, 3] [[8, 5, 3; 3]]

3 [8, 4, 4] [8, 5, 3] [[8, 4, 3; 3]]

4 [7, 3, 4] [7, 4, 3] [[7, 4, 3; 3]]

4 [8, 3, 4] [8, 5, 3] [[8, 5, 3; 3]]

5 [6, 2, 5] [6, 4, 3] [[6, 4, 3; 2]]

5 [6, 3, 4] [6, 4, 3] [[6, 3, 3; 2]]

5 [7, 3, 3] [7, 4, 3] [[7, 4, 3; 3]]

5 [8, 3, 4] [8, 5, 3] [[8, 4, 3; 2]]

5 [8, 4, 4] [8, 5, 3] [[8, 4, 3; 3]]

7 [5, 2, 4] [5, 3, 3] [[5, 3, 3; 2]]

7 [6, 3, 4] [6, 4, 3] [[6, 4, 3; 2]]

7 [6, 3, 4] [6, 4, 3] [[6, 3, 3; 2]]

7 [7, 2, 6] [7, 5, 3] [[7, 5, 3; 2]]

7 [7, 3, 5] [7, 5, 3] [[7, 4, 3; 2]]

7 [7, 5, 3] [7, 4, 4] [[7, 4, 4; 3]]

7 [8, 2, 7] [8, 6, 3] [[8, 5, 3; 1]]

7 [8, 3, 6] [8, 6, 3] [[8, 5, 3; 2]]

7 [8, 4, 5] [8, 6, 3] [[8, 4, 3; 2]]

7 [8, 3, 6] [8, 5, 4] [[8, 4, 4; 2]]

7 [8, 4, 5] [8, 5, 4] [[8, 4, 4; 3]]

7 [8, 3, 6] [8, 6, 3] [[8, 5, 3; 2]]

q C1 C2 Q

[n, k, d]q [n, k, d]q [[n, k, d; c]]q

8 [6, 3, 4] [6, 4, 3] [[6, 3, 3; 2]]

8 [7, 3, 5] [7, 5, 3] [[7, 4, 3; 2]]

8 [7, 5, 3] [7, 4, 4] [[7, 4, 4; 3]]

8 [7, 2, 6] [7, 5, 3] [[7, 5, 3; 2]]

8 [7, 3, 5] [7, 4, 4] [[7, 4, 4; 3]]

8 [8, 2, 7] [8, 6, 3] [[8, 6, 3; 2]]

8 [8, 3, 6] [8, 6, 3] [[8, 5, 3; 2]]

8 [8, 4, 5] [8, 6, 3] [[8, 4, 3; 2]]

8 [8, 3, 6] [8, 5, 4] [[8, 5, 4; 3]]

8 [8, 4, 5] [8, 5, 4] [[8, 4, 4; 3]]

8 [8, 3, 6] [8, 6, 3] [[8, 5, 3; 2]]

9 [5, 2, 4] [5, 3, 3] [[5, 3, 3; 2]]

9 [6, 2, 5] [6, 4, 3] [[6, 3, 3; 1]]

9 [6, 3, 4] [6, 4, 3] [[6, 3, 3; 2]]

9 [7, 2, 6] [7, 5, 3] [[7, 5, 3; 2]]

9 [7, 3, 5] [7, 5, 3] [[7, 4, 3; 2]]

9 [7, 3, 5] [7, 4, 4] [[7, 4, 4; 3]]

9 [8, 2, 7] [8, 6, 3] [[8, 6, 3; 2]]

9 [8, 3, 6] [8, 6, 3] [[8, 5, 3; 2]]

9 [8, 4, 5] [8, 6, 3] [[8, 4, 3; 2]]

9 [8, 3, 6] [8, 5, 4] [[8, 5, 4; 3]]

Table 5.2: EAQECCs constructed using Proposition 5.8 for q ∈ {3, 4, 5, 7, 8, 9},

a = 5, and b = 8.
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