
                                                           
 

 

 

 

 
 
 

  SOME MATCHING PROPERTIES IN COMPLEMENTARY PRISM OF 

GRAPHS 

 

 

 

 

 

 

 

 

 
By 

Sqn.Ldr. Pongthep  Janseana 

 

 

 

 

 

 

 

 

 
 

A Thesis Submitted in Partial Fulfillment of the Requirements for the Degree of 
Doctor of Philosophy Program in Mathematics 

Department of Mathematics 

Graduate School, Silpakorn University 
Academic Year 2015 

 Copyright of Graduate School, Silpakorn University 



SOME MATCHING PROPERTIES IN COMPLEMENTARY PRISM OF GRAPHS 
 
 
 
 
 
 
 
 

By 
Sqn.Ldr. Pongthep  Janseana 

 
 
 
 
 
 
 
 
 

A Thesis Submitted in Partial Fulfillment of the Requirements for the Degree of 
Doctor of Philosophy Program in Mathematics 

Department of Mathematics 
Graduate School, Silpakorn University 

Academic Year 2015 
Copyright of Graduate School, Silpakorn University 

 
 
 

 



สมบัติการจับคู่บางประการในกราฟปริซึมเติมเต็ม 
 

 

 

 

 

 

 

 

 

 

โดย 
นาวาอากาศตรี  พงค์เทพ  จันทน์เสนะ 

 

 

 

 

 

 

 

 

 
 
 

วทิยานิพนธ์นีเ้ป็นส่วนหน่ึงของการศึกษาตามหลกัสูตรปรัชญาดุษฎบีัณฑิต 
สาขาวชิาคณติศาสตร์ (หลกัสูตรนานาชาติ) 

ภาควชิาคณติศาสตร์ 
บัณฑิตวทิยาลยั  มหาวิทยาลัยศิลปากร 

ปีการศึกษา 2558 
ลขิสิทธ์ิของบัณฑิตวิทยาลยั  มหาวทิยาลัยศิลปากร 

 
 

 



 The Graduate School, Silpakorn University has approved and accredited the 

Thesis title of  “Some Matching Properties in Complementary Prism of Graphs”  

submitted by Sqn.Ldr. Pongthep  Janseana as a partial fulfillment of the requirements 

for the degree of Doctor of  Philosophy in Mathematics 

 

 

 

 

                                                            

   …............................................................................... 

                                  (Associate Professor Panjai Tantatsanawong, Ph.D.) 

                                             Dean of Graduate School 

      ........../..................../.......... 

 

 

 

 

The Thesis Advisor 

 

            Associate Professor Nawarat Ananchuen, Ph.D. 

 

 

 

 The Thesis Examination Committee 

 

.................................................... Chairman 

(Jittisak Rakbud, Ph.D.) 

............/......................../.............. 

 

.................................................... Member 

(Associate Professor Watcharaphong Ananchuen, Ph.D.) 

............/......................../.............. 

 

.................................................... Member 

(Associate Professor Nawarat Ananchuen, Ph.D.) 

............/......................../.............. 

 

 



 d 

53305803 : MAJOR : MATHEMATICS 

KEY WORDS : MATCHING EXTENSION / COMPLEMENTARY PRISM / 

REGULAR GRAPHS 

 PONGTHEP  JANSEANA, SQN.LDR. : SOME MATCHING PROPERTIES 

IN COMPLEMENTARY PRISM OF GRAPHS  THESIS ADVISOR :  ASSOC. PROF. 

NAWARAT  ANANCHUEN, Ph.D.  30 pp. 

 

 

 Let   denote the complement of a simple graph G. The complementary 

prism of G denoted by    can be obtained by taking a copy of G and a copy of   and 

then joining corresponding vertices by an edge. A connected graph G of order at least 

2k+2 is k-extendable if for every matching M of size k in G, there is a perfect matching 

in G containing all edges of M.  

 

 In this thesis, we establish some sufficient conditions for the complementary 

prism of regular graphs to be 2-extendable. We also show that for positive integers l1 

and l2, there exists a non-bipartite graph G such that G is l1-extendable and   is 

l2-extendable. Finally, we show that if G is l1-extendable and   is l2-extendable 

non-bipartite graphs for l1  2 and l2  2, then    is (l+1)-extendable where l = min{l1, 

l2}. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Department of Mathematics               Graduate School, Silpakorn University  

Student's signature ........................................                     Academic Year 2015 

Thesis Advisor's signature ........................................ 



 e 

53305803 : สาขาวชิาคณิตศาสตร์ 
ค าส าคญั :  การขยายการจบัคู่ / กราฟปริซึมเติมเตม็ / กราฟปรกติ 
 พงคเ์ทพ  จนัทน์เสนะ, นาวาอากาศตรี : สมบติัการจบัคู่บางประการในกราฟปริซึมเติม
เตม็ อาจารยท่ี์ปรึกษาวทิยานิพนธ์  :  รศ.ดร.นวรัตน์  อนนัตช่ื์น.  30 หนา้. 
 

 ให้   แทนกราฟเติมเต็มของกราฟ G กราฟปริซึมเติมเต็มของกราฟ G เขียนแทนดว้ย 
   สามารถสร้างไดจ้ากกราฟ G และกราฟ   โดยเช่ือมจุดท่ีสมนยักนัดว้ยเส้นเช่ือม จะกล่าววา่ 
กราฟเช่ือมโยง G ท่ีมีอนัดบัอยา่งนอ้ย 2k+2 มีการขยายการจบัคู่ขนาด k ถา้ทุก ๆ การจบัคู่  M ขนาด 
k ในกราฟ G มีการจบัคู่สมบูรณ์ใน G ท่ีมี M เป็นสับเซต 
 
 ในวทิยานิพนธ์น้ี เราศึกษาเง่ือนไขเพียงพอบางประการท่ีท าให้กราฟปริซึมเติมเต็มของ
กราฟปรกติมีการขยายการจบัคู่ขนาด 2 เรายงัแสดงวา่ส าหรับจ านวนเต็ม l1 และ l2 จะมีกราฟ G  ท่ี
ไม่ใช่กราฟสองส่วนซ่ึง G มีการขยายการจบัคู่ขนาด l1 และ   มีการขยายการจบัคู่ขนาด l2 และ
ทา้ยสุด เราแสดงวา่ ถา้ G มีการขยายการจบัคู่ขนาด l1 และ   มีการขยายการจบัคู่ขนาด l2 โดยท่ี G  
และ    ไม่ใช่กราฟสองส่วน ส าหรับ l1  2 และ l2  2 แลว้    มีการขยายการจบัคู่ขนาด l+1 
เม่ือ  l = min{l1, l2} 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

ภาควชิาคณิตศาสตร์                                                   บณัฑิตวทิยาลยั มหาวทิยาลยัศิลปากร 
ลายมือช่ือนกัศึกษา........................................                                ปีการศึกษา 2558 
ลายมือช่ืออาจารยท่ี์ปรึกษาวิทยานิพนธ์   ........................................ 



 f 

Acknowledgements 

 

 This thesis has been completed by the involvement of people whom I would 

like to mention here. First of all, I would like to thank Assoc. Prof. Dr. Nawarat Ananchuen, 

my advisor, for her helpful suggestions, valuable comments and precious supports 

throughout the study with great attention. I also would like to thank Dr. Jittisak  

Rakbud and Assoc. Prof. Dr. Watcharaphong  Ananchuen, Chairman and Member of 

the thesis Committee, for their valuable comments and suggestions. This thesis was 

supported by a research granted from the Graduate School Silpakorn University. 

 Finally, I would like to express my gratitude to my wife, my son and my 

friends for their understanding, encouragement and moral support during the study. 

 

 



 

 g 

Table of Contents 

   Page 

Abstract in English ..................................................................................................  d 

Abstract in Thai.......................................................................................................  e 

Acknowledgments...................................................................................................  f 

List of Figures .........................................................................................................  h 

Chapter 

   1    Introduction................................................................................................  1 

   2    Literature review ........................................................................................  4 

   3    Matching extension in complementary prism of regular graphs ...............  8 

   4    Extendability of complementary prism of extendable graphs ...................   16 

 

Bibliography ...........................................................................................................   28 

 

Biography ................................................................................................................   30 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 



 

 h 

List of Figures   

 Figures  Page 

 1.1    ̅  ..................................................................................................... 3 

 3.1      Graph F ................................................................................................ 11 

 3.2 a 3-regular graph G which   ̅ is not 2 - extendable ............................ 11 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 



Chapter 1

Introduction

In this chapter, we introduce some definitions and notations used in this
thesis. Most of them follows that of Bondy and Murty ([3]).

A graph is a triple G = (V (G), E(G), ωG), where V (G) is a finite set of
vertices, E(G) is a set of edges and an incidence function ωG that associates
with each edge of G and an unordered pair of vertices of G. If e is an edge and
x and y are vertices such that ωG(e) = {x, y}, then e is said to be incident to x
and y. Further, the vertices x and y are called end vertices of e and we say that
x and y are adjacent. The order of G is the cardinality of V (G). Two or more
edges that join the same pair of vertices are called parallel edges. An edge that
joins itself is a loop. A graph G is simple if G has no loops and parallel edges.
If G is simple and ωG(e) = {x, y}, then we simply denote e by xy.

A complete graph is a simple graph in which every pair of vertices are
adjacent. A complete graph of order n is denoted by Kn. The complement G
of a graph G is that graph with V (G) = V (G) and xy ∈ E(G) if and only if
xy /∈ E(G). A graph H is a subgraph of G if V (H) ⊆ V (G) and E(H) ⊆ E(G).
H is called an induced subgraph of G, denoted by G[H], if, for every pair of
x, y ∈ V (H), xy ∈ E(H) if and only if xy ∈ E(G). For graphs H and G, G
is called H-free if G does not contain H as an induced subgraph. A subset of
vertices S ⊆ V (G) is called a clique if G[S] ∼= Kr, for some r. A bipartite graph
is a graph whose vertices can be divided into two disjoint sets X and Y such that
every edge connects a vertex in X to a vertex in Y .

The neighbor set of a vertex v in G, denoted by NG(v), is defined by
{u ∈ V (G)|uv ∈ E(G)}. For v ∈ V (G) and T ⊆ V (G), a neighbor set of a vertex
v in T is denoted by NT (v) = {u ∈ T |uv ∈ E(G)} and if X ⊆ V (G), NG(X)
denotes

⋃
v∈X NG(v). Observe that NT (v) = NG(v) ∩ T . The degree of a vertex

u in G is denoted by degG(u) = |NG(u)|. The minimum degree and maximum
degree in a graph G is denoted by δ(G) and ∆(G), respectively. A regular
graph is a graph which each vertex has the same degree and a k-regular graph
is a regular graph with degree of a vertex is k.

A walk in a graph G is a finite, non-empty alternating sequence W =
v0e1v1e2...envn of vertices and edges such that for 1 ≤ i ≤ n, the ends of edge ei
are vi−1 and vi. W is said to be a walk from vo to vn. A path is a walk with
distinct vertices. Two vertices x and y of G are connected if there is a path from
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x to y. The distance between two vertices x, y in G, denoted by dG(x, y), is
the length of a shortest xy-path in G. A graph G is connected if every pair of
vertices of G are connected otherwise G is disconnected. A maximal connected
subgraph of G is called a component of G. A graph G is called k-connected
if removing less than k vertices from G, the resulting graph is connected. An
odd(even) component is a component of odd (even) order. The number of odd
components of G is denoted by co(G).

A set S ⊆ V (G) is called an independent vertex set if no two vertices of
S are adjacent. The maximum cardinality of an independent set of G is denoted
by α(G). A subset M of E(G) is called a matching if no two edges of M have
common end vertex. A vertex u is saturated by M if there is an edge in M
incident with u. For simplicity, a set of all vertices saturated by M is denoted by
V (M). M is called a maximum matching in G if G contains no matching of
size greater than |M |. A perfect matching in G is a matching that saturates
all vertices of G. If M1 and M2 are matching in a graph G, then a symmetric
different of M1 and M2, denoted by M14M2, is an induced subgraph G[(M1 −
M2) ∪ (M2 −M1)].

A set S ⊆ V (G) is a dominating set of G, if NG(S) ∪ S = V (G) and
is a total dominating set if NG(S) = V (G). The domination number of
G, denoted by γ(G), (respectively, total domination number of G, denoted
by γt(G)) is the number of vertices in a smallest dominating set (respectively,
total dominating set) of G. A set S ⊆ V (G) is an independent dominating
set of G, if S is a dominating set and S is independent. The independent
domination number of G, denoted by γi(G), is the number of vertices in a
smallest independent dominating set of G. A set S ⊆ V (G) is a connected
dominating set of G, if S is a dominating set and the induced subgraph G[S]
is connected. The connected domination number of G, denoted by γc(G),
is the number of vertices in a smallest connected dominating set of G. A set
D ⊆ V (G) is a locating-dominating set of G if for every u ∈ V (G) − D,
its neigborhood NG(u) ∩ D is non-empty and distinct from NG(v) ∩ D for all
v ∈ V (G)−D where v 6= u. The locating-domination number of G, denoted
by γL(G), is the number of vertices in a smallest locating-dominating set of G. A
set D ⊆ V (G) is a double dominating set if D dominates every vertex of G
twice or |NG(u)∩D| ≥ 2 for all u ∈ V (G). The double domination number of
G, denoted by γ×2(G), is the number of vertices in a smallest double dominating
set of G. A set S ⊆ V (G) is a restrained dominating set of G, if for every
vertex v ∈ V (G)− S, v is adjacent to a vertex in S and to a vertex in V (G)− S.
The restrained domination number of G, denoted by γr(G), is the number of
vertices in a smallest restrained dominating set of G.

For a positive integer k, a connected graph G of order at least 2k + 2 is
k-extendable if for every matching M of size k in G, there is a perfect matching
in G containing all edges of M . A graph G is k-factor-critical if, for every set
S ⊆ V (G) with |S| = k, the graph G− S contains a perfect matching. For k = 1
and k = 2, k-factor-critical graph is also called factor-critical and bicritical,
respectively. For simplicity, a graph with a perfect matching is called 0-extendable
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and 0-factor-critical. Observe that if G is k-extendable, then |V (G)| is even and
if G is k-factor-critical, then |V (G)| ≡ k (mod 2).

For graphs H1 and H2 with disjoint vertex sets V1 and V2, the join of H1

and H2, denoted by H1 + H2 is the graph with vertex set V1 ∪ V2 and edge set
E(H1) ∪ E(H2) ∪ {uv|u ∈ V1 and v ∈ V2}. The cartesian product G × H of
two graphs G and H has the vertex set V (G) × V (H) and two vertices (u1, v1)
and (u2, v2) are adjacent whenever u1u2 ∈ E(G) and v1 = v2, or u1 = u2 and
v1v2 ∈ E(H). The lexicographic product G ◦ H of two graphs G and H has
the vertex set V (G) × V (H) and two vertices (u1, v1) and (u2, v2) are adjacent
either u1u2 ∈ E(G), or u1 = u2 and v1v2 ∈ E(H).

The complementary prism of G, denoted by GG, is the graph obtained
by taking a copy of G and a copy of G and then joining corresponding vertices
by an edge. The graph C5C5 in Figure 1.1 is a complementary prism of C5. Note
that C5C5 is isomorphic to the Petersen graph.

Figure 1.1: C5C5

In this thesis, all graphs are simple and finite. Chapter 2 provides some
basic background and preliminaries results on extendability and factor-criticality
of graphs that we make use of in establishing our results. In Chapter 3, we
establish a sufficient condition for the complementary prism of regular graphs to
be 2-extendable. Chapter 4 provides some constructions of a graph G such that
G and G are l1-extendable and l2-extendable non-bipartite, respectively, where l1
and l2 are positive integers. We then establish that if G and G are l1-extendable
and l2-extendable non-bipartite graphs, respectively for l1 ≥ 2 and l2 ≥ 2, then
GG is (l + 1)-extendable where l = min{l1, l2}.



Chapter 2

Literature Review

In this chapter, we provide some background and preliminaries related to
our work. In 1980, Plummer [16] introduced the concept of matching extension
and established a fundamental theorem on k-extendable graphs (see Theorem 2.2).
Since then it has been well studied, see surveys by Plummer [18, 19, 20] and a
book by Yu and Liu [26]. One of main topics in studying matching extension is to
establish some sufficient conditions for a graph to be k-extendable. These condi-
tions include degree sum[15], minimum degree [16], forbidden subgraph [17], genus
of graph [21], etc. Moreover there are some results concerning the extendability
of a graph obtained from a product of two graphs such as cartesian product [10],
lexicographic product [2] and strong product [9]. A reader is directed to references
in Bibliography([18], [19], [20] and [26]) for more detailed. We shall provide only
some results that used of in our work.

Our first result is a well known theorem for studying an existence of a
perfect matching in graphs established by Tutte.

Theorem 2.1. [3] (Tutte’s Theorem) A graph G has a perfect matching if and
only if for any S ⊆ V (G), co(G− S) ≤ |S|.

In 1980, Plummer [16] established a fundamental theorem on k-extendable
graphs as following.

Theorem 2.2. [16] Let G be a graph of order p ≥ 2k + 2 and k ≥ 1. If G is
k-extendable, then

(a) G is (k − 1)-extendable, and
(b) G is (k + 1)-connected.

He also gave a sufficient condition for a graph to be k-extendable in terms
of minimum degree.

Theorem 2.3. [16] Let G be a graph of order 2p. If δ(G) ≥ p + k, for a non-
negative integer k, then G is k-extendable.

Ananchuen and Caccetta [1] gave a necessary condition for a neighbor set
of a vertex having minimum degree in extendable graphs. They showed that:

4
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Theorem 2.4. [1] If G is a k-extendable graph on p ≥ 2k + 2 vertices with
δ(G) = k + t, 1 ≤ t ≤ k ≤ p. If dG(u) = δ(G), then the induced subgraph
G[NG(u)] has at most t− 1 independent edges.

A neccessary and sufficient condition for a graph to be k-extendable and
to be k-factor-critical were provided by Yu [24] and Favaron [7], respectively.

Theorem 2.5. [24] A graph G is k-extendable (k ≥ 1) if and only if for any
S ⊆ V (G),

(a) co(G− S) ≤ |S| and
(b) co(G−S) = |S|−2t, (0 ≤ t ≤ k−1) implies that F (S) ≤ t, where F (S)

is the size of a maximum matching in G[S].

Theorem 2.6. [7] A graph G is k-factor-critical if and only if |V (G)| ≡ k (mod
2) and for S ⊆ V (G) with |S| ≥ k, co(G− S) ≤ |S| − k.

Some following properties of k-factor-critical graphs were proved in [7].

Theorem 2.7. [7] Let G be a k-factor-critical graph. Then G is (k − 2)-factor-
critical.

Theorem 2.8. [7] If G is a 2k-extendable non-bipartite graph for 2k ≥ 2, then G
is a 2k-factor-critical graph.

Maschlanka and Volkmann [14] gave a relationship between k-extendable
non-bipartite graph and the independence number.

Theorem 2.9. [14] Let G be a k-extendable non-bipartite graph of order p. Then
α(G) ≤ 1

2
p− k.

In Phd. Thesis of Yu [25], he gave the following observation.

Observation 2.10. A graph G is k-extendable if and only if for any matching M
of size i (1 ≤ i ≤ k), G− V (M) is a (k − i)-extendable graph.

An observation on k-factor-critical graphs which is similar to Observation
2.10 can be stated as following.

Observation 2.11. Let G be a k-factor-critical graph and S ⊆ V (G) where |S| ≤
k. Then G− S is (k − |S|)-factor-critical.

A following lemma follows from Theorem 2.9.

Lemma 2.12. Let G be a k-extendable non-bipartite graph and S ⊆ V (G) where
|S| ≤ 2k − 2. Then G− S is a non-bipartite graph.

Proof. Suppose to the contrary that G − S is a bipartite graph. Then α(G) ≥
α(G − V (S)) ≥ 1

2
(|V (G)| − (2k − 2)) = 1

2
|V (G)| − k + 1. But this contradicts

Theorem 2.9 and completes the proof of our lemma.

Our next corollary follows immediately by Observation 2.10 and Lemma
2.12
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Corollary 2.13. Let G be a k-extendable non-bipartite graph and let M ⊆ E(G)
where |M | = l ≤ k − 1. Then G− V (M) is (k − l)-extendable non-bipartite.

Note that the upper bound on |M | in Corollary 2.13 is best possible. Let
G = K2k + Kt,t for some positive integers k, t ≥ 2. It is easy to see that G is k-
extendable. Clearly, there is a matching M of size k in G[K2k] such that G−V (M)
is a bipartite graph.

The following results concern the extendability of graphs obtained from a
cartesian product, established by Györi and Plummer [10], Liu and Yu [13] and
Wu et al. [23] and lexicographic product established by Bai et al. [2].

Theorem 2.14. [10, 13] If G is a k-extendable graph, then G × K2 is (k + 1)-
extendable.

Theorem 2.15. [13] If G is a k-extendable graph and H is a connected graph,
then G×H is (k + 1)-extendable.

Theorem 2.16. [10] For non-negative integers l1 and l2, let Gi be a li -extendable
graph for 1 ≤ i ≤ 2. Then G1 ×G2 is (l1 + l2 + 1)-extendable.

Theorem 2.17. [23] Let G1 be an m-factor-critical graph and G2 an n-factor-
critical graph. Then G1 ×G2 is (m+ n+ ε)-factor-critical, when ε = 0, if both m
and n are even; ε = 1, otherwise.

Theorem 2.18. [2] For non-negative integers l1 and l2, let Gi be a li -extendable
graph for 1 ≤ i ≤ 2. Then G1 ◦G2 is 2(l1 +1)(l2 +1)-factor-critical. In particular,
G1 ◦G2 is (l1 + 1)(l2 + 1)-extendable.

We now turn our attention to complementary prism of graphs. A comple-
mentary prism is a specific case of complementary product of graphs introduced by
Haynes et al.[5] in 2007. Haynes et al. [5, 6] studied some parameters of comple-
mentary prism of graphs such as the vertex independence number, the chromatic
number and the domination number. Some of them are stated in the following
theorems.

Theorem 2.19. [6] For any graph G, α(G) +α(G)− 1 ≤ α(GG) ≤ α(G) +α(G),
and both these bounds are sharp.

Theorem 2.20. [6] For any graph G, max{γ(G), γ(G)} ≤ γ(GG) ≤ γ(G) +
γ(G).

The bound on various domination number of complementary prism of
graphs have been studied in Desormeaux [4], Haynes et al. [6], Holmes [11],
Góngara, Desormeaux [8] and Vaughan [22]. These results are stated in the next
six theorems.

Theorem 2.21. [4] For any graph G, max{γ(G), γ(G)} ≤ γr(GG) ≤ γr(G) +
γr(G) and these bounds are sharp.

Theorem 2.22. [6] If G and G have no isolated vertices, then max{γt(G), γt(G)} ≤
γt(GG) ≤ γt(G) + γt(G).
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Theorem 2.23. [8] For any graph G, max{γi(G), γi(G)} ≤ γi(GG) ≤ 2(n− 1)−
max{∆(G),∆(G)}.

Theorem 2.24. [11] For any graph G, max{γL(G), γL(G)} ≤ γL(GG) ≤ γL(G)+
γL(G) + 1.

Theorem 2.25. [11] For any graph G, max{γ(G), γ(G)} ≤ γc(GG) ≤ γc(G) +
γc(G) + 1.

Theorem 2.26. [22] For any graph G with no isolated vertices, max{γ×2(G),
γ×2(G)} ≤ γ×2(GG) ≤ γ×2(G) + γ×2(G).

We now conclude this chapter by pointing out that matching extension in
complementary prism of graphs has been studied recently. The only known results
are the last two theorems established by Janseana et al. [12], in 2014.

Theorem 2.27. [12] For positive integers l and i where 1 ≤ i ≤ l, let G1, . . . , Gl

be components of G. If GiGi is k-extendable of order pi ≥ 2k+2 for some positive
integer k, then GG is k-extendable.

Theorem 2.28. [12] Let G be a 2-regular H-free graph where H ∈ {C3, C4, C5},
then GG is 2-extendable.



Chapter 3

Matching extension in complementary

prism of regular graphs

We begin this chapter by establishing some lemmas concerning comple-
mentary prism of graphs and of regular graphs. These results are essential for
establishing Theorem 3.10, a main result of this chapter. To simplify our dis-
cussion of complementary prisms, G and G are referred to subgraph copies of
G and G, respectively, in GG. For a vertex v of G, there is exactly one ver-
tex of G which is adjacent to v in GG. This vertex is denoted by v. That is,
{v} = NGG(v) ∩ V (G). Conversely, v is the only vertex of G which is adjacent
to v. Similarly, for φ 6= X = {x1, x2, . . . , xk} ⊆ V (G), {x̄1, x̄2, . . . , x̄k} ⊆ V (G) is
denoted by X and vice versa. Clearly, |X| = |X|.

Lemma 3.1. Let G be a graph. Then GG is even and connected.

Proof. Clearly, GG is even. Let u, v ∈ V (GG). It is easy to see that if u, v ∈
V (G)(V (G)), then either uv ∈ E(G) or uūv̄v is a u−v path. We may now assume
that u ∈ V (G) and v ∈ V (G). Clearly, uv ∈ E(GG) if v = ū. So suppose that
v = w̄ for some w ∈ V (G)− {u}. Then either uūw̄ or uww̄ is a u− v path. This
proves that GG is connected and completes the proof of our lemma.

For a graph G, it is easy to see that GG has a perfect matching. It then
follows by Theorem 2.1 that for a cutset S ⊆ V (GG), co(GG−S) ≤ |S|. The next
lemma provides a relationship of a cutset and the number of odd components in
a complementary prism.

Lemma 3.2. Let G be a graph and let S = A ∪ B be a cutset of GG, where
A ⊆ V (G) and B ⊆ V (G). Then

a) co(GG− S) = |S| − 2t = |A|+ |B| − 2t, for some t ≥ 0.
b) co(GG − S) ≤ co(G[B − A]) + co(G[A − B]) ≤ |A| + |B| − 2|A ∩ B|.

Consequently, |A ∩B| ≤ t.
c) If co(G[B−A])+co(G[A−B]) = |A|+|B|−2|A∩B|, then each component

of G[B − A] ∪G[A−B] is singleton. Consequently, A−B is a clique.

Proof. a) Since GG contains a perfect matching and is of even order, it follows by
Theorem 2.1 that there is a non-negative integer t such that co(GG−S) = |S|−2t,

8
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for any cutset S ⊆ V (GG). Clearly, |S| = |A|+ |B|. Thus c(GG−S) = |S|−2t =
|A|+ |B| − 2t as required.

We first observe that |B−A|+ |A−B| = |B−A|+ |A−B| = |A|+ |B| −
2|A ∩B| since |A| = |A−B|+ |A ∩B| and |B| = |B − A|+ |A ∩B|.

b) Let C = V (G)− (A∪B). It is easy to see that if C = φ, then co(GG−
S) = co(G[B−A]) + co(G[A−B]) ≤ |B−A|+ |A−B| = |A|+ |B|−2|A∩B|. We
now suppose that C 6= φ. Then, by Lemma 3.1, GG[C∪C] is even and connected.
Thus co(GG − S) ≤ co(GG − (S ∪ C ∪ C)) = co(G[B − A]) + co(G[A − B]) ≤
|B − A|+ |A−B| = |A|+ |B| − 2|A ∩B| as required.

c) follows by the fact that |B − A|+ |A−B| = |A|+ |B| − 2|A ∩B|.

For an induced subgraph H of G, ComH denotes the set of all components
in H. If X ⊆ V (G), then we use ComX for ComG[X]. For a cutset S of GG, put
A = S ∩ V (G), B = S ∩ V (G) and C = V (G) − (A ∪ B). Thus S = A ∪ B.
Further, let TB−A = {F |F is an odd component of G[B−A] and NG(u)−V (F ) ⊆
A for all u ∈ V (F )}. TA−B = {F |F is an odd component of G[A − B] and

NG(ū)−V (F ) ⊆ B for all ū ∈ V (F )}. Finally, let L = LG∪LG, where LG = {F |F
is an odd component in G[B − A] and NGG(V (F )) ∩ C 6= φ} and LG = {F |F
is an odd component in G[A − B] and NGG(V (F )) ∩ C 6= φ}. Note that if
C = φ, then L = φ. Clearly, TB−A ∩ LG = φ and TA−B ∩ LG = φ. It is easy
to see that, if G is connected and G[B − A] contains only odd components, then
ComB−A = TB−A∪LG. Similarly, if G is connected and G[A−B] contains only odd
components, then ComA−B = TA−B ∪ LG. In what follows, the symbols ComH ,

S, A, B, C, TB−A, TA−B, L, LG and LG are referred to these set up.

The next lemma follows from our set up.

Lemma 3.3. Let G be an r-regular connected graph of order p ≥ 2r + 1 and GG
a complementary prism. If |A| < r, then TB−A contains no singleton components.
Similarly, if |B| < p− r − 1, then TA−B contains no singleton components.

Lemma 3.4. For r ≥ 3, let G be a connected r-regular graph of order p ≥ 2r+ 1.
Let A,B, TB−A, TA−B be defined as above. Then

a) If G[A] = Kr, then each component of TB−A is of order at least 3.
b) If |A ∩ B| = 1 and G[A − B] ∼= Kr, then the number of singleton

components in TB−A is at most 1.
c) If |A ∩ B| = 1 and G[A − B] ∼= Kr−1, then the number of singleton

components in TB−A is at most 2.

Proof. a) It follows by the fact that G is connected r-regular of order p ≥ 2r + 1.
b) Suppose to the contrary that TB−A contains two singleton components,

say F1 and F2 where V (F1) = {y1} and V (F2) = {y2}. Because |A ∩ B| = 1, y1
and y2 are adjacent to at least r − 1 vertices of A − B. Since G[A − B] = Kr

and r ≥ 3, it follows that there exists a vertex of A − B, say y3, such that
{y1, y2} ∪ (A−B) ⊆ NG(y3). Thus dG(y3) ≥ r + 1, a contradiction

c) By applying similar arguments as in the proof of (b), (c) follows.



10

Let a be a real number, bace is denoted a greatest even integer less than or
equal to a, that is, bace = 2ba/2c. Note that if a is an integer and bace = k then
a = k or a = k + 1.

Lemma 3.5. Let G be a graph and L = LG ∪ LG be defined as above. Then
co(GG−S) = co(G[B−A]) + co(G[A−B])−b|L|ce. Consequently co(G[B−A]) +
co(G[A−B])− co(GG−S) ≤ |L| ≤ co(G[B−A])+ co(G[A−B])− co(GG−S)+1.

Proof. If C = φ, then |L| = 0 and thus co(GG−S) = co(G[B−A])+ co(G[A−B])
as required. We now suppose that C 6= φ. By Lemmas 3.2(a) and (b), co(GG −
S) ≤ co(G[B − A]) + co(G[A − B]). By Lemma 3.1, GG[C ∪ C] is even and
connected. So it must be contained in some component of GG − S, say F . If
x ∈ V (F ) − (C ∪ C), then x is in some component of G[B − A] ∪ G[A − B],
say M . So V (M) ⊆ V (F ). If M is odd, then M ∈ L. Note that each odd
component of L is a subgraph of F . Hence, |V (F )| has the same parity with |L|
and co(GG − S) = co(G[B − A] ∪ G[A − B]) − |L| + ε, where ε = 1 if |L| is odd
and ε = 0 if |L| is even. So co(GG−S) = co(G[B−A]∪G[A−B])−b|L|ce. Thus
b|L|ce = co(G[B−A]∪G[A−B])− co(GG−S). By properties of bxce, our result
follows. This proves our lemma.

Lemma 3.6. If G is an r-regular graph of order p ≥ 2r+ 1, then G is connected.

Proof. Note that G is (p− r − 1)-regular graph of order p. Suppose G is discon-
nected. Then each component must have order at least p− r. So p ≥ 2(p− r) and
thus p ≤ 2r, a contradiction. This proves our lemma.

Lemma 3.7. Let G be a connected r-regular graph of order p ≥ 2r + 1. Let S be
a cutset of GG. Then S ∩ V (G) 6= φ and S ∩ V (G) 6= φ.

Proof. By Lemma 3.6, G is connected. Hence, G and G are connected. Suppose
without loss of generality that S∩V (G) = φ. So S ⊆ V (G). Since G = GG−V (G)
is connected and each vertex u of V (G)−S is adjacent to a vertex u in G, it follows
that GG − S is connected, a contradiction. Hence, S ∩ V (G) 6= φ. By similar
arguments, S ∩ V (G) 6= φ. This proves our lemma.

Theorem 3.8. Let G be a connected r-regular graph of order p ≥ 2r+1, for some
r ≥ 2. Then GG is bicritical. Consequently, GG is 1-extendable.

Proof. Suppose GG is not bicritical. By Theorem 2.6, there is a cutset S ⊆
V (GG), where |S| ≥ 2 such that co(GG − S) > |S| − 2. It follows by Lemmas
3.2(a) that co(GG−S) = |S| for |S| ≥ 2. Note that, by Lemma 3.7, A = S∩V (G)
and B = S ∩ V (G) are not empty. Thus A and B are not empty. By Lemma 3.2
(b), A ∩ B = φ and thus co(G[B − A]) + co(G[A− B]) = co(G[B]) + co(G[A])) =
co(GG − S) = |S| = |B| + |A|. By Lemma 3.2(c), each component of G[B] and
G[A] is singleton. Hence, G[A] ∼= K|A|. Since G is r-regular of order p ≥ 2r + 1,
|A| ≤ r + 1. If |A| = r + 1, then G[A] ∼= Kr+1 is a disconnected component in
G, a contradiction. So 1 ≤ |A| ≤ r. By Lemmas 3.3 and 3.4(a), no singleton
component in G[B] belongs to TB−A. Since each component of G[B] is singleton,
TB−A = φ. Because co(GG − S) = co(G[A]) + co(G[B]), it follows by Lemma 3.5
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that 0 ≤ |L| ≤ 1. Since B 6= φ and G[B] contains only singleton components, it
follows that 1 ≤ |B| = |TB−A| + |LG| ≤ 1. Hence, |B| = |LG| = 1. Therefore,
|B| = 1 < r ≤ p− r− 1. By Lemma 3.3, TA−B contains no singleton components.

Hence, TA−B = φ. Since each component of G[A] is singleton, it is contained in

LG. So |LG| = |A| = |A| ≥ 1. Therefore, |L| = |LG| + |LG| ≥ 2, a contradiction.
Hence, GG is bicritical. It then follows that GG is 1-extendable. This proves our
theorem.

The next lemma follows by Theorem 2.4.

Lemma 3.9. Let G be a connected r-regular graph of order p ≥ 2r + 1, for some
r ≥ 2. If G contains a triangle, then GG is not r-extendable.

By Lemma 3.9, if G is a 3-regular graph of order p ≥ 8 containing a triangle,
then GG is not 3-extendable. The next theorem provides a sufficient condition for
a connected r-regular graph G which GG is 2-extendable, for r ≥ 4.

Figure 3.1: the graph F

In case r = 3, a graph G in Figure 3.2 contains the graph F in Figure
3.1 as an induced subgraph. It is easy to see that GG is not 2-extendable since
{yz, x̄w̄} cannot be extended to a perfect matching in GG. We next show that
the complementary prism of connected 3-regular F -free graphs and connected r-
regular graphs for r ≥ 4 are 2-extendable.

Figure 3.2: a 3-regular graph G which GG is not 2-extendable
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Theorem 3.10. Suppose G is a connected graph of order p. If G is either 3-
regular F -free where p ≥ 8 and F is the graph in Figure 3.1 or r0-regular where
p ≥ 2r0 + 1 ≥ 9, then GG is 2-extendable.

Proof. Observe that G is (p− r − 1)-regular where r ∈ {3, r0} and p− r − 1 ≥ 4.
By Theorem 3.8, GG is bicritical. Suppose to the contrary that GG is not 2-
extendable. Then there is a matching M ⊆ E(GG) of size two such that GG −
V (M) contains no perfect matching. By Theorem 2.1, there is a cutset T ⊆
V (GG) − V (M) such that co(GG − (V (M) ∪ T )) > |T |. Let S = T ∪ V (M).
Clearly, |S| ≥ 4. Thus co(GG − S) > |S| − 4. Because GG is bicritical, by
Theorem 2.6, co(GG−S) ≤ |S|−2. It follows by parity that co(GG−S) = |S|−2
and GG[S] contains a matching of size at least two. Let A = S ∩ V (G) and
B = S ∩ V (G). By Lemma 3.2 (b), |A ∩ B| ≤ 1. Further, by Lemma 3.7, A 6= φ
and B 6= φ. So A 6= φ and B 6= φ. We distinguish 2 cases according to |A ∩B|.

Case 1: |A ∩B| = 1. Put {u} = A ∩B. By Lemma 3.2(b) co(GG− S) =
co(G[B − A]) + co(G[A − B]) = |S| − 2. By Lemma 3.5, |L| ≤ 1. Further, by
Lemma 3.2(c), each component of G[A−B]∪G[B−A] is singleton. Thus, A−B is
a clique, |ComA−B| = |A−B| and |ComB−A| = |B −A|. Since G is connected, it
is easy to see that if |A−B| ≥ r+ 1, then G[A−B] ∼= K|A−B| contains a vertex of
degree greater than r or G ∼= Kr+1 is a graph of order less than p, a contradiction.
Hence, |A−B| ≤ r.

We first show that |TB−A| ≥ 2. Suppose to the contrary that |TB−A| ≤ 1.
Since G[B−A] contains only singleton components and |LG| ≤ |L| ≤ 1, it follows
that |B − A| = |ComB−A| = |TB−A| + |LG| ≤ 2. Thus |B| = |B| = |B − A| +
|B ∩ A| ≤ 3 < 4 ≤ p − r − 1. By Lemma 3.3, TA−B contains no singleton
components. Thus TA−B = φ. Consequently, ComA−B = TA−B ∪ LG = LG.

Therefore, |A−B| = |LG| ≤ 1 since G[A−B] contains only singleton components.
So |A| = |A| = |A − B| + |A ∩ B| ≤ 2 < r. By Lemma 3.3, TB−A contains no
singleton components. So TB−A = φ. Since TA−B = φ and TB−A = φ, it follows

that every odd component of G[A − B] ∪ G[B − A] is in L. Because |L| ≤ 1
and G[A − B] ∪ G[B − A] contains only singleton components, it follows that
|A − B| + |B − A| ≤ 1. Hence, |S| = |A − B| + |A ∩ B| + |A ∩ B| + |B − A| =
|A−B|+2|A∩B|+|B−A| ≤ 3 < 4, contradicting the fact that |S| ≥ 4. Therefore,
|TB−A| ≥ 2.

Let D1, D2 ∈ TB−A. Since G[B − A] contains only singleton components,
Di
∼= K1, for 1 ≤ i ≤ 2. Put {vi} = V (Di). By Lemma 3.3, |A| ≥ r. Consequently,

|A − B| ≥ r − 1. Because |A − B| ≤ r, r − 1 ≤ |A − B| ≤ r. Since A − B is a
clique, |A ∩ B| = 1 and |TB−A| ≥ 2, it follows by Lemmas 3.4 (b) and (c) that
|A − B| = r − 1 and |TB−A| = 2. Thus |A| = |A − B| + |A ∩ B| = r. Because
r−1 = |A−B| = |A−B| = |ComA−B| = |TA−B|+|LG| ≤ |TA−B|+1, it follows that
|TA−B| ≥ r − 2 ≥ 1. Thus TA−B contains a singleton component. By Lemma 3.3,

|B| ≥ p−r−1 ≥ 4. Therefore, |B−A| = |B|−|B∩A| ≥ p−r−2 ≥ 3. On the other
hand, |B−A| = |ComB−A| = |TB−A|+|LG| ≤ 3. Then |B−A| = |B−A| = 3. Thus
3 = |TB−A| + |LG| = 2 + |LG|. It follows that L = LG = {K1} and consequently
LG = φ. Since |A| = r, degGv1 = degGv2 = r and NG(v1) = NG(v2) ⊆ A, it follows
that NG(v1) = NG(v2) = A.
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We now put {w̄} = V (K1) where K1 ∈ TA−B. Clearly, NG(w̄) ⊆ B −
{v̄1, v̄2} since v1 and v2 are adjacent to every vertex in A. Because |B| = |B −
A|+ |A∩B| = 3 + 1 = 4, |NG(w̄)| ≤ |B| − |{v̄1, v̄2}| = 2 thus G is t-regular where
t ≤ 2. This contradicts the fact that G is (p− r− 1)-regular where p− r− 1 ≥ 4.
Therefore, Case 1 cannot occur.

Case 2: |A∩B| = 0. By Lemmas 3.2(a) and (b), |S| − 2 = co(GG− S) ≤
co(G[A]) + co(G[B]) ≤ |A| + |B| = |S|. By parity, co(G[A]) + co(G[B]) = |S| or
co(G[A]) + co(G[B]) = |S| − 2. We distinguish 2 cases.

Case 2.1 : co(G[A])+co(G[B]) = |S| = |A|+ |B|. Clearly, each component
of G[A] ∪G[B] is singleton. So G[A] ∼= K|A|. It is easy to see that if |A| ≥ r + 1,
then G[A] contains a vertex of degree greater than r or G[A] is a disconnected
component in G, a contradiction. Hence, |A| ≤ r. By Lemmas 3.3 and 3.4(a),
TB−A contains no singleton components. Therefore, TB−A = φ. Thus |LG| = |B|.
Because co(G[B]) + co(G[A])− co(GG− S) = |S| − (|S| − 2) = 2, by Lemma 3.5,
2 ≤ |L| ≤ 3. Since B 6= φ and |B| = |LG| ≤ |L|, it follows that 1 ≤ |B| ≤ 3.
Because |B| = |B| ≤ 3 < 4 ≤ p − r − 1, by Lemma 3.3, TA−B contains no

singleton components. Thus TA−B = φ. Hence, |LG| = |A| = |A|. Therefore,

|L| = |LG| + |LG| = |B| + |A| = |S| and thus 2 ≤ |S| ≤ 3 since 2 ≤ |L| ≤ 3,
contradicting the fact that |S| ≥ 4. Hence, Case 2.1 cannot occur.

Case 2.2 : co(G[A])+co(G[B]) = |S|−2 = |A|+ |B|−2. Put s = |S|. It is
easy to see that G[A]∪G[B] contains all singleton components except exactly one
non-singleton component which is of order 2 or 3. Hence, G[A]∪G[B] is isomorphic
to a graph in {(s− 2)K1 ∪K2, (s− 3)K1 ∪P3, (s− 3)K1 ∪K3}. If |A| ≥ r+ 2 ≥ 5,
then G[A] must contain a singleton component, say F , where V (F ) = {u}. It
follows that degGu ≥ r + 1, a contradiction. Hence, |A| = |A| ≤ r + 1. Since
co(G[A]) + co(G[B]) − co(GG − S) = (|S| − 2) − (|S| − 2) = 0, by Lemma 3.5,
|L| ≤ 1. We distinguish 2 subcases according to the non-singleton component.

Subcase 2.2.1 : The only non-singleton component in G[A] ∪ G[B] is
contained in G[B]. So G[A] ∼= |A|K1 and G[A] ∼= K|A|

∼= K|A|. Clearly, |A| ≤ r
otherwise G[A] is a disconnected component in G. By Lemmas 3.3 and 3.4(a),
TB−A contains no singleton components. So every singleton component in G[B]
is contained in LG. Since |LG| ≤ |L| ≤ 1, G[B] contains at most 1 singleton
component. We first show that TA−B = φ. Suppose this is not the case. Then

there is K1 ∈ TA−B since G[A] contains only singleton components. By Lemma

3.3, |B| = |B| ≥ p− r− 1 ≥ 4. Because G[B] contains a non-singleton component
of order either 2 or 3 and at most 1 singleton component, it follows that G[B] is
isomorphic to a graph in {K1∪P3, K1∪K3}. Thus |B| = 4 and either TB−A = {P3}
or TB−A = {K3}, and LG = {K1}. Thus LG = φ. So ComA = TA−B∪LG = TA−B.

Therefore, each vertex of A is adjacent to every vertex of B since G is (p− r− 1)-
regular and p− r−1 ≥ 4. It follows that there is no edge joining vertices of A and
B. But this contradicts the fact that TB−A 6= φ. Hence, TA−B = φ as required.

Therefore, ComA = LG. Since |LG| ≤ |L| ≤ 1 and |A| = |A| 6= 0, it follows
that |ComA| = |LG| = 1. Further, LG = φ and G[A] = K1. Thus ComB = TB−A.
Because |A| = |A| = 1 < r ≤ 3, by Lemma 3.3, TB−A contains no singleton
components. So G[B] contains no singleton components and G[B] is isomorphic to



14

a graph in {P3, K3} since |B| = |S|−|A| ≥ 3. Then GG[S] = G[A]∪G[B] contains
a matching of size less than two, contradicting the fact that GG[S] contains a
matching of size at least two. Hence, Subcase 2.2.1 cannot occur.

Subcase 2.2.2 : The only non-singleton component in G[A] ∪ G[B] is
contained in G[A]. So G[B] ∼= |B|K1. We first show that TB−A 6= φ. Suppose
this is not the case. Then TB−A = φ and thus ComB = TB−A ∪ LG = LG. Since
B 6= φ and |LG| + |LG| = |L| ≤ 1, it follows that |LG| = 1 and |LG| = 0.
Consequently, |B| = 1 since G[B] ∼= |B|K1. Because |B| = |B| = 1 < r, TA−B
contains no singleton components by Lemma 3.3. Hence, G[A] contains exactly
one non-singleton component of order 2 or 3. Thus |A| = |A| ≤ 3. It is easy
to see that GG[S] = G[A] ∪ G[B] contains a matching of size at most one since
|B| = 1. This contradicts the fact that GG[S] contains a matching of size at least
two. Hence, TB−A 6= φ. Further, |TB−A| ≥ |B| − 1 since |LG| ≤ |L| ≤ 1 and
|TB−A|+ |LG| = |B|.

Because G[B] ∼= |B|K1, there exists K1 ∈ TB−A. By Lemma 3.3, |A| ≥ r.
So r ≤ |A| ≤ r + 1. We first suppose that |A| = r + 1. Let Ft be the non-
singleton component of order t in G[A] and let A1 = V (Ft). Then 2 ≤ t ≤ 3 and
G[A] ∼= (r + 1− t)K1 ∪ Ft. It is easy to see that G[A] contains r + 1− t vertices

of degree r and each vertex of A1 = A1 has degree, in G[A], at least r + 1 − t
and at most r − 1. Let {w} = V (K1) where K1 ∈ TB−A, then NG(w) ⊆ A1 and
thus 3 ≤ r = degG(w) ≤ t ≤ 3. It then follows that NG(w) = A1 and t = r = 3.
Thus w̄ is not adjacent to any vertex of A1 and G[A] ∼= K1 ∪ F3. Further, each
vertex of A1 has degree at least |TB−A|+ 1 = |B| − |LG|+ 1 ≥ |B| since |LG| ≤ 1.
Thus |B| ≤ 3 since G is now 3-regular. Because G is (p − r − 1)-regular where
p−r−1 ≥ 4 and each vertex of V (F3) = A1 has degree at most 3 in G[A∪B] since
it must be adjacent to at most one vertex in B, it follows that F3 ∈ LG. Since
|LG| ≤ |L| ≤ 1, the only singleton component, K1, of G[A] must be in TA−B. By

Lemma 3.3, |B| ≥ p− r− 1 ≥ 4. But this contradicts the fact that |B| = |B| ≤ 3.
Therefore, |A| = r.

Consequently, for each w ∈ V (K1) where K1 ∈ TB−A, NG(w) = A. Now
let v̄ ∈ A. Then degB(v̄) ≤ |B| − |TB−A| = |B| − |TB−A| = |LG| ≤ 1. Further,
degA(v̄) ≤ 2 since each component of G[A] has order at most 3. Because G is
(p − r − 1)-regular where p − r − 1 ≥ 4, v̄ is adjacent to some vertex of C.
Consequently, each odd component of G[A] is contained in LG. Because |A| =
|A| = r ≥ 3, G[A] contains a non-singleton component of order either 2 or 3 and
|LG| ≤ |L| ≤ 1, it follows that co(G[A]) = 1. Therefore, G[A] is isomorphic to a
graph in {K1∪K2, P3, K3}. Hence, r = |A| = 3, |L| = |LG| = 1, ComB = TB−A =
{|B|K1}. Further, for x ∈ B, y ∈ A,NG(x) = A and degG(y) = r = 3 ≥ |B| = |B|.

We first suppose that G[A] ∼= K3. Then G[A] is independent and thus G[B]
must contain a matching of size at least two sinceGG[S] contains a matching of size
at least two. So |B| = |B| ≥ 4. But this contradicts the fact that |B| = |B| ≤ 3.
Hence, G[A] 6= K3. Therefore, G[A] is isomorphic to a graph in {P3, K1 ∪K2}. In
either case, G[A] contains a maximum matching of size one. Then 2 ≤ |B| ≤ 3
since GG[A ∪B] contains a matching of size at least two.

We now suppose that G[A] ∼= K1∪K2. Then G[A] ∼= P3 and then the vertex
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of degree two in P3 has degree, in G, greater than r = 3, again a contradiction.
Hence, G[A] 6= K1 ∪ K2. Consequently, G[A] ∼= P3 and then G[A] ∼= K1 ∪ K2.
Clearly, |B| 6= 3 otherwise G[A] contains a vertex of degree greater than r = 3.
So |B| = 2 and thus G[A ∪ B] contains the graph F in Figure 3.1 as an induced
subgraph. But this contradicts our hypothesis that G is 3-regular F -free graph.
This completes the proof of our theorem.

It is clear that a connected 3-regular graph containing F , in Figure 3.1, as
an induced subgraph contains v as a cut vertex. So 2-connected 3-regular graphs
are F -free. The next corollary follows by this fact and Theorem 3.10.

Corollary 3.11. If G is a 2-connected r-regular graph of order p ≥ 2r + 1, for
r ≥ 3, then GG is 2-extendable.

Note that for positive integers r and s where r+s ≥ 6, a graph G = Kr+Ks

is a non-regular graph with minimum degree of GG is 1. Thus GG cannot be 2-
extendable by Theroem 2.2(b). Hence, the hypothesis of regularity in Theorem
3.10 cannot be dropped.

According to Theorems 2.27 and 3.10, we have the following theorem.

Theorem 3.12. If each component Gi of G is 3-regular F -free of order at least 8
where F is the graph in Figure 3.1 or r0-regular of order at least 2r0 + 1 ≥ 9, then
GG is 2-extendable.

We conclude our chapter by posing following problem.

Problem : Establish sufficient condition for a complementary prism of
r-regular graphs to be k-extendable for r ≥ k ≥ 3.



Chapter 4

Extendability of complementary prism

of extendable graphs

In this chapter, we show, in Section 4.2, that if G and G are l1-extendable
and l2-extendable non-bipartite graphs for l1 ≥ 2 and l2 ≥ 2, then GG is (l + 1)-
extendable where l = min{l1, l2}. One might ask whether there exist such graphs
G and G. We affirm this in Section 4.1 by providing some constructions of a
non-bipartite graph G such that G and G are l1-extendable and l2-extendable
non-bipartite graphs, respectively, where l1 and l2 are positive integers.

4.1 Some constructions of extendable non-bipartite graphs

In this section, we provide two constructions of extendable non-bipartite
graphs in which their complement graphs are also extendable by using cartesian
and lexicographic products of two extendable graphs.

Theorem 4.1. For non-negative integers l1, l2, p1 ≥ 2l1 + 2 and p2 ≥ 2l2 + 2
and 1 ≤ i ≤ 2, let Hi be li-extendable of order pi. Further, let G = H1 × H2. If
∆(H1) = p1 − 1 − t1 and ∆(H2) = p2 − 1 − t2 for some non-negative integers t1
and t2, then G is (l1 + l2 + 1)-extendable and G is (1

2
(p1− 2)(p2− 2) + t1 + t2− 1)-

extendable.

Proof. By Theorem 2.16, G = H1×H2 is (l1 + l2 + 1)-extendable as required. We
need only to show that G is (1

2
(p1 − 2)(p2 − 2) + t1 + t2 − 1)-extendable. Clearly,

G and G are of order p1p2. Since NG((u, v)) = {(x, v)|xu ∈ E(H1)} ∪ {(u, y)|vy ∈
E(H2)}, degG((u, v)) = degH1(u) + degH2(v). Thus ∆(G) = ∆(H1) + ∆(H2) =
p1 + p2 − 2 − t1 − t2. Therefore, δ(G) = p1p2 − p1 − p2 + 2 + t1 + t2 − 1 =
1
2
p1p2 + 1

2
p1p2 − p1 − p2 + t1 + t2 + 1 = 1

2
p1p2 + 1

2
(p1 − 2)(p2 − 2) + t1 + t2 − 1. By

Theorem 2.3, G is (1
2
(p1 − 2)(p2 − 2) + t1 + t2 − 1)-extendable as required. This

proves our theorem.

Corollary 4.2. Let H1, H2 and G be graphs defined in Theorem 4.1. If either H1

or H2 is non-bipartite, then G and G are also non-bipartite.

16
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Theorem 4.3. For non-negative integers h1, h2, h̄1, h̄2, let Hi be a hi-extendable
and let H i be a h̄i-extendable for 1 ≤ i ≤ 2. Then G = H1 ◦H2 is (h1 + 1)(h2 + 1)-
extendable graph and G is (h̄1 + 1)(h̄2 + 1)-extendable graph.

Proof. By Theorem 2.18, G = H1 ◦ H2 is (h1 + 1)(h2 + 1)-extendable. We first
show that G = H1 ◦ H2. Clearly, V (G) = V (H1 ◦H2) = V (H1) × V (H2) =
V (H1) × V (H2) = V (H1 ◦ H2). Let (u1, v1), (u2, v2) ∈ V (H1) × V (H2) and let
(u1, v1)(u2, v2) ∈ E(H1 ◦H2). Thus (u1, v1)(u2, v2) /∈ E(H1 ◦H2).

If u1 = u2, then v1v2 /∈ E(H2) and thus (u1, v1)(u2, v2) ∈ E(H1 ◦ H2).
Further, if u1 6= u2, then u1u2 /∈ E(H1). And again (u1, v1)(u2, v2) ∈ E(H1 ◦H2).
Hence, E(H1 ◦H2) ⊆ E(H1 ◦H2).

We now suppose that (u1, v1)(u2, v2) ∈ E(H1 ◦H2). If u1 = u2, then v1v2 ∈
E(H2). Thus (u1, v1)(u2, v2) /∈ E(H1◦H2). Further, if u1 6= u2, then u1u2 ∈ E(H1)
and thus (u1, v1)(u2, v2) /∈ E(H1◦H2). In either case (u1, v1)(u2, v2) ∈ E(H1 ◦H2).
Hence, E(H1 ◦ H2) ⊆ E(H1 ◦H2). Therefore, E(H1 ◦ H2) = E(H1 ◦H2). Thus
H1 ◦H2 = H1◦H2. It follows by Theorem 2.18 that G is (h̄1+1)(h̄2+1)-extendable
graph as required. This proves our theorem.

Corollary 4.4. For 1 ≤ i ≤ 2, let Hi, H i and G be graphs defined in Theorem
4.3. If H1 is connected, E(H2) 6= φ and E(H2) 6= φ then G and G are non-
bipartite.

According to Theorems 4.1 and 4.3, we have shown that there exists a
graph G such that G is l1-extendable and G is l2-extendable for some integers l1
and l2. Theorem 4.6 establishes that for any positive integers l1 and l2, there is a
graph G such that G is l1-extendable and G is l2-extendable.

Lemma 4.5. Let Pt be a path of order t. If t ≥ 4 is an even integer, then Pt is
0-extendable and P t is (t− 4)-factor-critical. Further, P t is 1

2
(t− 4)-extendable.

Proof. Clearly, Pt contains a perfect matching. We only show that P t is (t − 4)-
factor-critical. Let T ⊆ V (P t) such that |T | = t− 4. Clearly, P t− T is connected
and contains P4 as a subgraph. Thus P t − T is one of a graph in {K4, K4 −
e, C4, K4 − {e1, e2}, P4}, where e1 and e2 have a common end vertex. In either
case, P t − T contains a perfect matching. Thus P t − T is (t − 4)-factor-critical
as required. It then follows by definition of k-extendable that P t is 1

2
(t − 4)-

extendable. This proves our lemma.

Theorem 4.6. For positive integers l1 and l2, there is a non-bipartite graph G
such that G is l1-extendable and G is l2-extendable non-bipartite.

Proof. Let H1 = P 2l1+2 and H2 = P2l2+2. By Lemma 4.5, H1 is (l1−1)-extendable,
H1 is 0-extendable, H2 is 0-extendable and H2 is (l2 − 1)-extendable. Let G =
H1 ◦H2. By Theorem 4.3, G is l1-extendable and G is l2-extendable as required.
Further, it is clear that G and G are non-bipartite. This proves our theorem.
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4.2 Extendability of complementary prism of extendable
graphs

In this section, we establish the extendability of the complementary prism GG of
G where G and G are l1-extendable and l2-extendable non-bipartite graphs for
l1 ≥ 2 and l2 ≥ 2, respectively. We begin with some lemmas.

Lemma 4.7. Let G be a k-extendable graph for some integer k ≥ 2 and let S ⊆
V (G) be a cutset of G. If G[S] contains t ≤ k − 1 independent edges, then
|S| ≥ k + t+ 1.

Proof. Let S ′ = S−V (F ) where F is a matching of size t in G[S]. By Observation
2.10, G′ = G− V (F ) is (k − t)-extendable. Observe that k − t ≥ 1. By Theorem
2.2(b), G′ is (k − t+ 1)-connected. Since S ′ is a cutset of G′, |S ′| ≥ k − t+ 1 and
thus |S| ≥ 2t+ k − t+ 1 = k + t+ 1 as required. This proves our lemma.

Recall that, bace is denoted a greatest even integer less than or equal to a.
Similarly, a greatest odd integer less than or equal to a may be denoted by baco.
Clearly, baco = 2b(a− 1)/2c+ 1.

Lemma 4.8. Let G be a k-extendable non-bipartite graph for k ≥ 2. Further, let
M ⊆ E(G) be a matching of size m and let S = φ or S ⊆ V (G) − V (M) be an
independent set such that k −m− |S| = t ≥ 0 for some integer t. Then

(a) If |S| is even, then G − (V (M) ∪ S) is t-extendable. Further G −
(V (M) ∪ S) is btce-factor-critical. Consequently, there is a perfect matching in
G− (V (M) ∪ S).

(b) If |S| is odd and t ≥ 1, then G − (V (M) ∪ S) is btco-factor-critical.
Thus G− (V (M) ∪ S) is 1-factor-critical.

(c) If |S| is odd, t = 0 and there is a vertex v ∈ V (G)− (V (M) ∪ S) such
that vs ∈ E(G) for some s ∈ S, then G − (V (M) ∪ S ∪ {v}) contains a perfect
matching.

Proof. We first suppose m = k. So S = φ and thus G − (V (M) ∪ S) = G −
V (M) contains a perfect matching by Theorem 2.2(a) and it is 0-factor-critical as
required. We now suppose that m ≤ k−1. By Corollary 2.13, G−V (M) is (k−m)-
extendable non-bipartite. Since k−m = |S|+ t, G−V (M) is (|S|+ t)-extendable
non-bipartite.

(a) |S| is even. By Theorem 2.2(a), G − V (M) is (|S| + btce)-extendable
and thus it is (|S| + btce)-factor-critical by Theorem 2.8. Hence, by Observation
2.11, G−(V (M)∪S) is btce-factor-critical as required. It then follows by Theorem
2.2(a) that G− (V (M) ∪ S) contains a perfect matching. This proves (a).

(b) |S| is odd and t ≥ 1. By Theorem 2.2(a), G − V (M) is (|S| + btco)-
extendable and thus it is (|S|+ btco)-factor-critical by Theorem 2.8. By Observa-
tion 2.11, G − (V (M) ∪ S) is btco-factor-critical. Since t ≥ 1, btco ≥ 1. Further,
by Theorem 2.7, G− (V (M) ∪ S) is 1-factor-critical as required. This proves (b).

(c) Let M ′ = M ∪ {vs} and S ′ = S − {s}. Hence, our result follows from
(a). This completes the proof of our lemma.
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Lemma 4.9. Let G be a k-extendable graph for some integer k and let S ⊆ V (G)
be a cutset of G. If G[S] contains t independent edges for t ≤ k, then co(G−S) ≤
|S| − 2t. Further, if 1 ≤ t ≤ k − 1 and co(G− S) = |S| − 2t then G− S contains
no even components.

Proof. Let F be a matching of size t in G[S]. Since G is a k-extendable graph,
G − V (F ) contains a perfect matching by Theorem 2.2(a). By Theorem 2.1,
co(G− S) = co((G− V (F ))− (S − V (F ))) ≤ |S − V (F )| = |S| − 2t, as required.
We now suppose that 1 ≤ t ≤ k − 1 and co(G− S) = |S| − 2t. Let D be an even
component of G − S. By Lemma 4.7 and the fact that t ≤ k − 1 < k + 1, V (F )
is not a cutset of G. Then there is an edge e = sd joining a vertex s in S − V (F )
and a vertex d in D. Since G is k-extendable and F ∪ {e} is a matching of size
t+ 1 ≤ k, it follows that there is a perfect matching in G′ = G− (V (F )∪ {s, d}).
Let S ′ = S − (V (F ) ∪ {s}). Clearly, co(G

′ − S ′) = co(G − S) + 1 = |S| − 2t + 1.
Since G′ contains a perfect matching, by Theorem 2.1, |S|−2t+1 ≤ co(G

′−S ′) ≤
|S| − (|V (F )| + 1)| = |S| − 2t − 1, a contradiction. Hence, there is no even
component in G− S. This proves our lemma.

Lemma 4.10. Let G be an l-extendable graph and let M be a matching of size
l + t where t ≥ 1. Then there is a maximum matching in G− V (M) saturates all
except at most 2t non-adjacent vertices in G− V (M).

Proof. Let T ⊆ M where |T | = t. Thus M − T is a matching of size l in G. So
there is a perfect matching F in G−V (M −T ). Clearly, |V (F )∩V (T )| = 2t. Let
F1 = {xy ∈ F |{x, y}∩V (M) = φ} and F2 = {xy ∈ F |x ∈ V (M) and y /∈ V (M)}.
Further, let F ′2 be a maximum matching in G[V (F2) − V (M)]. Then, F1 ∪ F ′2 is
a matching in G− V (M) saturates all except at most 2t non-adjacent vertices as
required.

By similar arguments as in the proof of Lemma 4.10, the next lemma
follows.

Lemma 4.11. Let G be a k-factor-critical graph and let T ⊆ V (G) where |T | =
k + t. Then there is a maximum matching in G − V (T ) saturates all except at
most t non-adjacent vertices in G− V (T ).

Lemma 4.12. Let G be an 1-extendable graph of order p ≥ 6 and let v be a vertex
of degree 2 in G. Then there are perfect matchings M1, M2 in G such that v is
a vertex of C2n in M14M2 where n ≥ 3. Further, there is a vertex x ∈ V (C2n)
where C2n is a subgraph of M14M2 such that vx /∈ E(G) and G−{v, x} contains
a perfect matching.

Proof. Let {u1, u2} = NG(v). We first suppose NG(u1)∩NG(u2) = {v}. Let M1 be
a perfect matching in G containing vu1 and M2 a perfect matching in G containing
vu2. Clearly, {vu1, u2u3} ⊆ M1 and {vu2, u1u4} ⊆ M2 for some u3, u4 ∈ V (G).
Since {v} = NG(u1) ∩ NG(u2), u3 6= u4. Hence, u3u2vu1u4 is a path of length 4
containing v. It must be contained in an even cycle of order at least 6 in M14M2

as required.
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So we now suppose that NG(u1) ∩ NG(u2) 6= {v}. Then there is a vertex
v 6= u3 ∈ NG(u1) ∩ NG(u2). Since G is 2-connected by Theorem 2.2(b) and G
is of order at least 6, it follows that u3 is not a cut vertex. Then there is a
vertex u4 ∈ NG(u1) ∪NG(u2) where u4 6= u3. Without loss of generality, suppose
u4 ∈ NG(u1). Let M1 be a perfect matching in G containing u1u4 and M2 be a
perfect matching in G containing u2u3. It is easy to see that {u1u4, vu2} ⊆ M1

and {u2u3, vu1} ⊆ M2. Hence, u4u1vu2u3 is a path of length 4 containing v. It
must be contained in an even cycle of order at least 6 in M14M2 as required.

Further, let x ∈ V (C2n) be such that the distance between v and x along
the cycle C2n is 3. Clearly, xv /∈ E(G) and it is easy to see that G−{v, x} contains
a perfect matching. This completes the proof of our lemma.

Lemma 4.13. For a graph G, let A ⊆ V (G) and B ⊆ V (G). Suppose co(G−A) =
|A| − t1 and co(G − B) = |B| − t2, for some non-negative integers t1, t2. Then
co(GG− (A∪B)) ≤ |A|+ |B|− (t1 + t2). Further, if A∪B 6= V (G) and G−A and
G−B contain no even components, then co(GG−(A∪B)) ≤ |A|+|B|−(t1+t2)−2.

Proof. It is easy to see that co(GG − (A ∪ B)) ≤ |A| + |B| − (t1 + t2). We now
suppose that A ∪ B 6= V (G) and G − A, G − B contain no even components.
Let x ∈ V (G) − (A ∪ B). Then x is in an odd component of G − A, say C.
Clearly, x̄ /∈ A ∪ B and thus x̄ is in an odd component of G − B, say D. Hence,
GG[V (C)∪V (D)] forms an even component in GG− (A∪B). Therefore co(GG−
(A ∪B)) ≤ |A|+ |B| − (t1 + t2)− 2 as required. This proves our lemma.

Lemma 4.14. Let G and G be l1-extendable and l2-extendable graphs, respectively
where l1 and l2 are positive integers. Further, let M be a matching of size l+ 1 in
GG where l = min{l1, l2}. If either M = {xix̄i|xi ∈ V (G) for 1 ≤ i ≤ l + 1} or
M ⊆ (E(G) ∪ E(G)), then GG has a perfect matching containing M .

Proof. Clearly, if M = {xix̄i|xi ∈ V (G) for 1 ≤ i ≤ l + 1}, then {vv̄|v ∈ V (G)}
is a perfect matching in GG containing M as required. So we now suppose that
M ⊆ (E(G)∪E(G)). Put MG = M ∩E(G) and MG = M ∩E(G). If 1 ≤ |MG| ≤ l
and 1 ≤ |MG| ≤ l, then it is easy to see that M = MG ∪MG can be extended
to a perfect matching in GG, by Theorem 2.2(a), since G is l1-extendable and G
is l2-extendable. Hence, we suppose without loss of generality that |MG| = l + 1.
Suppose there is no perfect matching in G containing MG. By Lemma 4.10, there
is a maximum matching F1 in G − V (M) saturates all except two non-adjacent
vertices, say x and y. So x̄ȳ ∈ E(G). Since G is l2-extendable where l2 ≥ 1 and by
Theorem 2.2(a), it follows that there is a perfect matching F2 in G containing x̄ȳ.
Hence, M ∪ F1 ∪ (F2 − {x̄ȳ}) ∪ {xx̄, yȳ} is a perfect matching in GG containing
M as required. This completes the proof of our lemma.

We are now ready to prove our main result. We begin with the extendability
of GG where G is l1-extendable and G is l2-extendable for l1 ≥ 4 and l2 ≥ 4.

Theorem 4.15. For positive integers l1 ≥ 4, l2 ≥ 4, let G and G be l1-extendable
and l2-extendable non-bipartite graphs, respectively. Then GG is (l+1)-extendable,
where l = min{l1, l2}.
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Proof. Let M ⊆ E(GG) be a matching of size l+ 1 in GG. Put MG = M ∩E(G),
MG = M ∩E(G) and MGG = M− (MG∪MG). Note that MGG = {xx̄|x ∈ V (G)}.
If MGG = M or MGG = φ, then, by Lemma 4.14, there is a perfect matching in
GG containing M as required. We now suppose that MGG 6= M and MGG 6= φ.
Without loss of generality, we may suppose that |MG| ≥ |MG|. Hence, MG 6= φ.

Put S = V (G) ∩ V (MGG). Let NS be a maximum matching in G[S].
Put IS = S − V (NS). Clearly, IS is an independent set. Similarly, let NS be a
maximum matching in G[S] and put IS = S − V (NS). For simplicity, we denote
the cardinalities of each set by its small letter, i.e., mG = |MG|, mG = |MG|,
mGG = |MGG|, s = |S|, iS = |IS|, etc.

Clearly, 1 ≤ mG ≤ l, s = s̄, nS + iS ≥ 1 and nS + iS ≥ 1 since s = s̄ =
mGG ≥ 1. Therefore,

l + 1 = mG +mG +mGG (4.1)

l + 1 = mG +mG + s (4.2)

l + 1 = mG +mG + 2nS + iS (4.3)

l + 1 = mG +mG + 2nS + iS. (4.4)

Consequently, mG + nS = l+ 1− (mG + nS + iS) ≤ l since nS + iS ≥ 1 and
mG + nS = l+ 1− (mG + nS + iS) ≤ l since nS + iS ≥ 1. Further, s ≡ iS (mod 2)
and s̄ ≡ iS (mod 2) because s = 2nS + iS and s = s̄ = 2nS + iS.

We first suppose that iS = 0. Since mG +nS ≤ l, by Theorem 2.2(a), there
is a perfect matching in G−(V (MG)∪NS), say FG. Now consider G. By Equation
4.4, l− (mG +nS + iS) = mG +nS − 1 ≥ 0 since mG ≥ 1. By Lemma 4.8(a), there
is a perfect matching in G− (V (MG ∪NS) ∪ IS), say FG. Hence, M ∪ FG ∪ FG is
a perfect matching in GG containing M as required.

So we now suppose that iS ≥ 1. We distinguish 2 cases according to parity
of s.

Case 1 : s is even. So iS ≥ 2 and iS ≥ 0 are also even. We distinguish 2
subcases according to mG + nS.

Subcase 1.1 : mG + nS ≥ 1. So, by Equation 4.3, l − (mG + nS +
iS) = mG + nS − 1 ≥ 0. By Lemma 4.8(a), there is a perfect matching in G −
(V (MG ∪NS) ∪ IS), say FG. Further, by Equation 4.4 and the fact that mG ≥ 1,
l − (mG + nS + iS) = mG + nS − 1 ≥ 0. So, by Lemma 4.8(a), there is a perfect
matching in G − (V (MG ∪ NS) ∪ IS), say FG. Hence, M ∪ FG ∪ FG is a perfect
matching in GG containing M as required.

Subcase 1.2 : mG = nS = 0. We first show that nS ≤ l
2
. Since nS =

0, G[S] is independent and thus G[S] is a complete graph. Because s is even,
nS = 1

2
s̄ = 1

2
s. So, by Equation 4.2 and the fact that mG ≥ 1, nS = 1

2
s =

1
2
(l+ 1−mG−mG) = 1

2
(l+ 1−mG) ≤ l

2
as required. By Equation 4.3, l−mG =

mG + 2nS + iS − 1 = iS − 1 and biS − 1ce = iS − 2 ≥ 0 since iS = s is even.
It follows by Lemma 4.8(a) that G′ = G − V (MG) is (iS − 2)-factor-critical. By
Lemma 4.11, there is a maximum matching FG in G′ − IS saturates all except at
most 2 vertices in G′ − IS.
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We next consider G. By Equation 4.4 and the fact that mG ≥ 1, l− (mG +
nS + iS) = mG + nS − 1 ≥ nS ≥ 0. By Lemma 4.8(a), there is a perfect matching
in G− (V (MG∪NS)∪ IS), say FG. Clearly, if FG is a perfect matching in G′− IS,
then M ∪ FG ∪ FG is a perfect matching in GG as required.

We now suppose that FG is not a perfect matching. Let x, y ∈ V (G′)− IS
where x and y are unsaturated by FG. Clearly, xy /∈ E(G). So x̄ȳ ∈ E(G).
Because nS ≤ l

2
and l ≥ 4, it follows that mG + nS + 1 = nS + 1 ≤ l

2
+ 1 ≤

l
2

+( l
2
−1) ≤ l−1. By Theorem 2.2(a), there is a perfect matching in G−V (MG∪

NS ∪{x̄ȳ}), say F ′
G

. Hence, M ∪FG∪ (F ′
G
−{x̄ȳ})∪{xx̄, yȳ} is a perfect matching

in GG containing M as required. This proves Case 1.
Case 2 : s is odd. So iS and iS are also odd. We distinguish 3 subcases

according to mG + nS.
Subcase 2.1 : mG = nS = 0. By Equation 4.3, l − (mG + (iS − 1)) =

mG + 2nS = 0. Let i ∈ IS, by Lemma 4.8(a), there is a perfect matching in
G − (V (MG) ∪ (IS − {i})), say FG. Let iv ∈ FG. We now consider G. Since
nS = 0, G[S] is independent and thus G[S] is a complete graph of odd order s.
Therefore, nS = 1

2
(s − 1) and iS = 1. By Equation 4.2, l = mG + s − 1. So

l− (mG +nS + iS) = l− (nS + iS) = mG + s− 1− (1
2
(s− 1) + 1) = mG + 1

2
(s− 3).

We next show that mG + 1
2
(s − 3) ≥ 1. Suppose to the contrary that

mG + 1
2
(s− 3) = 0. Since mG ≥ 1 and s is a positive odd integer, it follows that

mG = 1 and s = 1. By Equation 4.2, l+ 1 = mG +mG + s = 1 + 0 + 1 = 2. Thus
l = 1, contradicting the fact that l ≥ 4. Hence, mG + 1

2
(s− 3) ≥ 1 as required.

Therefore, l − (mG + nS + iS) = mG + 1
2
(s − 3) ≥ 1. By Lemma 4.8(b),

G−(V (MG∪NS)∪IS) is 1-factor-critical. Recall that iv ∈ FG. Clearly, v̄ /∈ V (MG)
since mG = 0. So there is a perfect matching in G−((V (MG∪NS)∪IS)∪{v̄}), say
FG. Hence, M ∪ (FG − {iv}) ∪ FG ∪ {vv̄} is a perfect matching in GG containing
M as required. This proves Subcase 2.1.

Subcase 2.2 : mG + nS ≥ 2. By Equation 4.3, l − (mG + nS + iS) =
mG + nS − 1 ≥ 1. By Lemma 4.8(b), G− (V (MG ∪NS) ∪ IS) is 1-factor-critical.

We now consider G. By Equation 4.4, l − (mG + nS + iS) = mG + nS − 1.
We first suppose that l − (mG + nS + iS) = mG + nS − 1 ≥ 1. By Lemma

4.8(b), G − (V (MG ∪ NS) ∪ IS) is 1-factor-critical. Let x ∈ V (G) such that
x, x̄ /∈ V (M). Clearly, x exists because |V (MG ∪MG) ∪ S| ≤ 2l + 1 and G and G
are of order at least 2l+2. Since G−(V (MG∪NS)∪IS) and G−(V (MG∪NS)∪IS)
are 1-factor-critical, it follows that there is a perfect matching inG−(V (MG∪NS)∪
IS∪{x}), say FG, and there is a perfect matching in G− (V (MG∪NS)∪IS∪{x̄}),
say FG. Hence, M ∪ FG ∪ FG ∪ {xx̄} is a perfect matching in GG containing M
as required.

So we next suppose that l− (mG + nS + iS) = mG + nS − 1 = 0. It follows
that nS = 0 and mG = 1 since mG ≥ 1. Thus iS = s̄ and mG ≤ mG = 1.
Put MG = {xy}. Since G is l2-extendable, for l2 ≥ 4, by Theorem 2.2(b), G is
5-connected. So {x̄, ȳ} ∪ V (MG) is not a cutset of G since |{x̄, ȳ} ∪ V (MG)| ≤ 4.
Hence, there is an edge joining a vertex in V (G) − ({x̄, ȳ} ∪ V (MG)), say ū, and
a vertex in S, say w̄. Because l − (mG + nS + iS) = 0 and iS = s̄, it follows that
l − (mG + nS + 1 + (iS − 1)) = l − (mG + nS + 1 + (s̄ − 1)) = 0. By Lemma
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4.8(a), there is a perfect matching in G− (V (MG ∪NS ∪ {ūw̄})∪ (S −{w̄})), say
FG. Since G − (V (MG ∪ NS) ∪ IS) is 1-factor-critical and u /∈ V (MG), it follows
that there is a perfect matching in G− (V (MG ∪NS)∪ IS ∪ {u}), say FG. Hence,
M ∪FG ∪FG ∪ {uū} is a perfect matching in GG containing M as required. This
proves Subcase 2.2.

Subcase 2.3 : mG + nS = 1. By Equation 4.3 and the fact that iS is odd,
mG + nS = l + 1− (mG + nS + iS) ≤ l − 1. We distinguish 2 subcases according
to mG and nS.

Subcase 2.3.1 : mG = 0 and nS = 1. Observe that G[V (MG ∪ NS)]
contains mG + nS ≤ l − 1 independent edges and |V (MG ∪NS)| = 2(mG + nS) =
(mG+nS)+mG+nS ≤ l−1+(mG+nS). It follows by Lemma 4.7 that V (MG∪NS)
is not a cutset of G. Then there are a vertex u ∈ V (G) − (V (MG) ∪ S) and a
vertex z ∈ IS such that uz ∈ E(G). Since l − ((mG + nS + 1) + (iS − 1)) =
l − (mG + nS + iS) = mG + nS − 1 = 0, by Lemma 4.8(a), there is a perfect
matching in G− (V (MG ∪NS ∪ {uz})∪ (IS −{z})), say FG. We now consider G.
We next show that mG+nS ≥ 2. Suppose to the contrary that mG+nS = 1. Since
mG ≥ 1, nS = 0 and mG = 1. By Equation 4.3, l+1 = mG+mG+2nS+iS = 3+iS.
So iS = l−2 ≥ 4−2 = 2. It follows that G[S] contains K2 as an induced subgraph.
Thus nS ≥ 1, contradicting the fact that nS = 0. Hence, mG + nS ≥ 2.

By Equation 4.4, l− (mG +nS + iS) = mG +nS−1 ≥ 1. By Lemma 4.8(b),
G − (V (MG ∪ NS) ∪ IS) is 1-factor-critical. Recall that mG = 0. So ū /∈ V (MG)
Therefore, there is a perfect matching in G − (V (MG ∪ NS) ∪ IS ∪ {ū}), say FG.
Hence, M ∪FG∪FG∪{uū} is a perfect matching in GG containing M as required.
This completes the proof of Subcase 2.3.1.

Subcase 2.3.2 : mG = 1 and nS = 0. Put mG = {x̄1x̄2}. Note that
mG + nS ≥ 2 since |m| = l + 1 ≥ 5 and nS = 0. If there is a vertex u ∈
V (G) − (V (MG) ∪ S ∪ {x1, x2}) such that uz ∈ E(G) for some z ∈ S, then by
applying similar argument as in the proof of Subcase 2.3.1, there is a perfect
matching in GG containing M as required. So we now suppose that there is no
vertex u ∈ V (G)− (V (MG) ∪ S ∪ {x1, x2}) such that uz ∈ E(G) for some z ∈ S.
Thus V (MG) ∪ {x1, x2} is a cutset of G and {x1, x2} is a cutset of G − V (MG).
We next show that s = 1. Suppose to the contrary that s ≥ 3. By Equation
4.2, mG = l + 1 − mG − s = l − s ≤ l − 3. By Observation 2.10, G − V (MG)
is (l −mG)-extendable. Because l −mG ≥ 3, by Theorem 2.2(b), G − V (MG) is
4-connected, contradicting the fact that {x1, x2} is a cutset of G−V (MG). Hence,
s = 1. Put S = {z}. Therefore, zu /∈ E(G) for u ∈ V (G)−(V (MG)∪S∪{x1, x2}).
So NG(z) ⊆ V (MG) ∪ {x1, x2}

By Equation 4.2, mG = l+ 1−mG− s = l− 1. By Observation 2.10, G′ =
G − V (MG) is 1-extendable. By Theorem 2.2(b), G′ is 2-connected. Therefore,
NG′(z) = {x1, x2} and degG′(z) = 2. By Lemma 4.12, there is a vertex u ∈ V (G′)
such that uz /∈ E(G′) and G′ − {u, z} contains a perfect matching, say FG. We
now consider G. Since l ≥ 4, mG = 1 and s̄ = s = 1, it follows that l− (mG + s̄) =

l− 2 ≥ 2. By Lemma 4.8(b), G
′
= G−V (MG ∪S) is 1-factor-critical. Then there

is a perfect matching in G
′−{ū}, say FG. Hence, M ∪FG∪FG∪{uū} is a perfect

matching in GG containing M as required. This completes the proof of Subcase
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2.3.2. and thus completes the proof of our theorem.

We now turn our attention to studying the extendability of GG when G or
G is l-extendable for 1 ≤ l ≤ 3.

We first provide an example of a graph G suchthat both G and G are 1-
extendable but GG is not 2-extendable. Let G be a graph where V (G) = {ui| for
1 ≤ i ≤ 4} ∪ {vi| for 1 ≤ i ≤ 6} and E(G) = {uiui+1| for 1 ≤ i ≤ 3} ∪ {vivi+1|
for 1 ≤ i ≤ 6 where the subscript is read modulo 6} ∪ {u1vi| for 1 ≤ i ≤ 6} ∪
{u3v1, u4v2, u4v3}. Observe that G[{ui| for 1 ≤ i ≤ 4}] and G[{vi| for 1 ≤ i ≤ 6}]
are a path of order 4 and a cycle of order 6, respectively. It is routine to verify
that G and G are 1-extendable. But GG is not 2-extendable since {ū2ū4, u3ū3}
cannot be extended to a perfect matching in GG.

We now scope our attention to extendability ofGG whereG is l1-extendable
and G is l2-extendable for l1 ≥ 2 and l2 ≥ 2. We first consider the case where
l1 = 2 and l2 ≥ 2. We begin with the following lemma. Recall that if φ 6=
{x1, . . . , xt} ⊆ V (G), then {x̄1, . . . , x̄t} ⊆ V (G) is denoted by X and vice versa.

Lemma 4.16. Let G and G be 2-extendable non-bipartite graphs of order p ≥ 10
and let M = {x1x2, ȳ1ȳ2, zz̄} be a matching of size 3 in GG, where {x1, x2, z} ⊆
V (G) and {ȳ1, ȳ2, z̄} ⊆ V (G). Then there is a perfect matching in GG containing
M .

Proof. Suppose to the contrary that there is no perfect matching in GG containing
M . By Theorem 2.1, there is a cutset T ⊆ V (GG) − V (M) such that co(GG −
(V (M)∪T )) > |T |. By parity, co(GG−(V (M)∪T )) ≥ |T |+2. Put S = T ∪V (M).
So co(GG−S) ≥ |S|−4. Put A = S∩V (G), B = S∩V (G) and C = V (G)−(A∪B).
Observe that |A| ≥ 3 and |B| ≥ 3.

By Theorem 2.8, G and G are bicritical. Thus, by Theorem 2.6, co(G−A) ≤
|A| − 2 and co(G − B) ≤ |B| − 2. We first show that co(G − A) = |A| − 2 and
co(G−B) = |B|−2. Suppose to the contrary that co(G−A) < |A|−2. By parity,
co(G − A) ≤ |A| − 4. It then follows by Lemma 4.13 that co(GG − S) ≤ co(G −
A) + co(G−B) ≤ |A|+ |B| − 6, contradicting the fact that co(GG−S) ≥ |S| − 4.
Hence, co(G− A) = |A| − 2. Similarly, co(G−B) = |B| − 2.

Since G and G are 2-extendable, by Theorem 2.5(b), G[A] and G[B] contain
at most one independent edge. Because {x1, x2, z} ⊆ A and {ȳ1, ȳ2, z̄} ⊆ B,
G[A] and G[B] contain exactly 1 independent edge. By Lemma 4.9, G − A and
G − B contain no even components. If A ∪ B 6= V (G), then, by Lemma 4.13,
co(GG− S) = co(GG− (A∪B)) ≤ |A|+ |B| − 6 = |S| − 6, again a contradiction.
Hence, A ∪B = V (G). Observe that if co(G−A) ≥ 4, G[B] = G−A contains at
least 4 independence vertices and thus G[B] contains a matching of size at least
two, a contradiction. Hence, co(G − A) ≤ 3. Similarly, co(G − B) ≤ 3 and each
component of G − B is singleton otherwise G[A] = G − B contains at least 2
independent edges, a contradiction. Therefore, co(G[B−A]) = co(G−A) ≤ 3 and
G[A−B] = co(G−B) ≤ 3. Since co(G−A) = |A|− 2 and co(G−B) = |B|− 2, it
follows that |A| = 2 + co(G−A) ≤ 5 and |B| = |B| = 2 + co(G−B) ≤ 5. Because
z ∈ A ∩ B, |A ∪ B| = |A|+ |B| − |A ∩ B| ≤ 5 + 5− 1 ≤ 9, contradicting the fact
that |V (G)| = p ≥ 10. This completes the proof of our lemma.
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The next theorem shows that if G is a 2-extendable non-bipartite graph
and G is a l-extendable non-bipartite graph of order p ≥ 10 and l ≥ 2, then GG
is 3-extendable.

Theorem 4.17. Let G be a 2-extendable non-bipartite graph of order p ≥ 10.
If G is l-extendable non-bipartite for some positive integer l ≥ 2, then GG is
3-extendable.

Proof. By Theorem 2.2(b), G is 2-extendable non-bipartite graph. Let M be
a matching of size 3 in GG. Put MG = M ∩ E(G), MG = M ∩ E(G) and
MGG = M−(MG∪MG). Further, put mG = |MG|,mG = |MG| and mGG = |MGG|.
If mGG = 0 or mGG = 3, then, by Lemma 4.14, there is a perfect matching in GG
containing M as required. So we now consider 1 ≤ mGG ≤ 2. We distinguish 2
cases according to mGG.

Case 1: mGG = 1. If mG = mG = 1, then, by Lemma 4.16, there is a
perfect matching in GG containing M as required. So we suppose without loss of
generality that mG = 2, mG = 0. By applying similar arguments as in the proof
of Subcase 2.1 in Theorem 4.15, there is a perfect matching in GG containing M
as required.

Case 2: mGG = 2. By applying similar arguments as in the proof of Case
1 in Theorem 4.15, there is a perfect matching in GG containing M as required.
This completes the proof of our theorem.

We point out here that the bound on the order of graphs in Theorem 4.17
is best possible and the hypothesis that G and G are non-bipartite is essential.
Let G be a 3-regular bipartite graph of order 8 with bipartition (X, Y ) where
X = {xi|1 ≤ i ≤ 4} and Y = {yi|1 ≤ i ≤ 4} and E(G) = {xiyj|1 ≤ i 6= j ≤ 4}.
It is not difficult to show that G ∼= K4 ×K2 and both G and G are 2-extendable.
However, GG is not 3-extendable since {x1x̄1, x2y1, ȳ2ȳ3} cannot be extended to a
perfect matching in GG.

We finally turn our attention to 3-extendable graphs.

Lemma 4.18. Suppose G and G are 3-extendable non-bipartite graphs of or-
der p ≥ 8. Let {x, y, z1, z2, z3} ⊆ V (G) and {z̄1, z̄2, z̄3} ⊆ V (G) such that
G[{z1, z2, z3}] ∼= K3. Further, let M = {xy, z1z̄1, z2z̄2, z3z̄3} be a matching of
size 4 in GG. Then there is a perfect matching in GG containing M .

Proof. Suppose there is no perfect matching in GG − V (M). Then by Theorem
2.1, there is a cutset T ⊆ V (GG) − V (M) such that co(GG − (T ∪ V (M))) >
|T |. By parity, co(GG − (T ∪ V (M))) ≥ |T | + 2. Put S = T ∪ V (M). So
co(GG − S) ≥ |S| − 6. Since GG contains a perfect matching, by Theorem 2.1,
co(GG − S) ≤ |S|. Thus |S| − 6 ≤ co(GG − S) ≤ |S|. Put A = S ∩ V (G),
B = S∩V (G) and C = V (G)− (A∪B). Clearly, {z1, z2, z3} ⊆ A∩B. By Lemma
3.2(b), co(GG− S) ≤ |S| − 6. So co(GG− S) = |S| − 6.

Since xy, z1z2 ∈ E(G), by Lemma 4.9, co(G− A) ≤ |A| − 4. On the other
hand, since G is 3-extendable non-bipartite graph, by Theorems 2.2(a) and 2.8,
G is bicritical. Therefore, by Theorem 2.6, co(G − B) ≤ |B| − 2. We first show
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that co(G − A) = |A| − 4 and co(G − B) = |B| − 2. Suppose to the contrary
that co(G − A) 6= |A| − 4. By parity, co(G − A) ≤ |A| − 6. By Lemma 4.13(a),
co(GG − S) = co(GG − (A ∪ B)) ≤ |A| − 6 + |B| − 2 = |S| − 8, a contradiction.
Hence, co(G − A) = |A| − 4. By similar argument, co(G − B) = |B| − 2. By
Lemma 4.9, G − A contains no even components. We next show that G − B
contains no even components. Suppose this is not the case. Then G−B contains
an even component, say D. Let b̄d̄ ∈ E(G) such that b̄ ∈ B and d̄ ∈ V (D). By

Corollary 2.13, G
′
= G−{b̄, d̄} is 2-extendable non-bipartite. By Theorem 2.8, G

′

is bicritical. Since co(G − (B ∪ {d̄})) = |B| − 1, co(G
′ − (B − {b̄})) = |B − {b̄}|,

contradicting Theorem 2.6. Hence, G−B contains no even components.
If A∪B 6= V (G), then by Lemma 4.13, co(GG−S) = co(GG− (A∪B)) ≤

co(G − A) + co(G − B) − 2 = |A| + |B| − 8 = |S| − 8, a contradiction. So
A ∪B = V (G).

Note that G[A − B] contains the edge xy. We first show that G[A − B]
contains exactly one independent edge. Suppose G[A−B] contains 2 independent
edges. Since z1z2 ∈ E(G[A ∩ B]), there are at least 3 independent edges in
G[A]. Therefore, by Lemma 4.9, co(G − A) ≤ |A| − 6, contradicting the fact
that co(G − A) = |A| − 4. Hence, G[A − B] contains exactly one independent
edge. We next show that G[B] contains no edges. Suppose to the contrary that
B contains an edge ū1ū2. By Corollary 2.13, G − {ū1, ū2} is 2-extendable non-
bipartite graph. By Theorem 2.8, G − {ū1, ū2} is bicritical. Then, by Theorem
2.6, co(G−B) = co((G−{ū1, ū2})− (B−{ū1, ū2})) ≤ |B−{ū1, ū2}|−2 = |B|−4,
contradicting the fact that co(G − B) = |B| − 2. Hence, G[B] contains no edges
and G[B] is independent. So G[B] and B−A are clique and thus co(G[B−A]) ≤ 1.

Therefore, |A| − 4 = co(G − A) = co(G[B − A]) ≤ 1. So |A| ≤ 5. If
G[A − B] contains at least 4 components, then G[A − B] contains at least two
independent edges. But this contradicts the fact thatG[A−B] contains exactly one
independent edges. Hence, G[A− B] contains at most 3 components. Therefore,
co(G[A − B]) = co(G − B) = |B| − 2 ≤ 3. Hence, |B| = |B| ≤ 5. It follows that
|V (G)| = |A ∪ B| = |A| + |B| − |A ∩ B| ≤ 5 + 5 − 3 = 7, a contradiction. This
proves our lemma.

Lemma 4.19. Suppose G and G are 3-extendable non-bipartite graphs of or-
der p ≥ 8. Let {x, y, z1, z2, z3} ⊆ V (G) and {z̄1, z̄2, z̄3} ⊆ V (G) such that
G[{z1, z2, z3}] � K3. Further, let M = {xy, z1z̄1, z2z̄2, z3z̄3} be a matching of
size 4 in GG. Then there is a perfect matching in GG containing M .

Proof. Suppose M = {xy, z1z̄1, z2z̄2, z3z̄3} where x, y ∈ V (G). Since G[{z1, z2, z3}]
� K3, we may suppose that z1z2 /∈ E(G). Since xy ∈ E(G), by Lemma 4.8(a),
there is a perfect matching in G − {x, y, z1, z2}, say FG. Let z3w ∈ FG. Again,
because z̄1z̄2 ∈ E(G), by Lemma 4.8(a), there is a perfect matching in G −
{z̄1, z̄2, w̄, z̄3}, say FG. Thus M ∪ (FG−{z3w})∪FG∪{ww̄} is a perfect matching
in GG containing M as required. This completes the proof of our lemma.

Theorem 4.20. Let G be a 3-extendable non-bipartite graph of order p ≥ 8. If
G is l-extendable non-bipartite for some positive integer l ≥ 3, then GG is 4-
extendable.
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Proof. By Theorem 2.2(b), G is 3-extendable non-bipartite graph. Let M be
a matching of size 4 in GG. Put MG = M ∩ E(G), MG = M ∩ E(G) and
MGG = M − (MG ∪MG). Without loss of generallity, suppose |MG| ≥ |MG|. If
MGG = φ or MGG = M , then, by Lemma 4.14, there is a perfect matching in GG
containing M as required. So we now suppose that MGG 6= φ and MGG 6= M .
Therefore, 1 ≤ |MGG| ≤ 3. We distinguish 3 cases according to |MGG|.

Case 1: |MGG| = 1. By applying similar arguments as in the proof of
Subcase 2.1 (if |MG| = 0) or Subcase 2.3 (if |MG| = 1) in Theorem 4.15, there is
a perfect matching in GG containing M as required.

Case 2: |MGG| = 2. By applying similar arguments as in the proof of Case
1 in Theorem 4.15, there is a perfect matching in GG containing M as required.

Case 3: |MGG| = 3. Then, |MG| = 1 and |MG| = 0. So, by Lemmas 4.18
and 4.19, there is a perfect matching in GG containing M as required.

This completes the proof of our theorem.

The next Theorem follows by Theorems 4.15, 4.17 and 4.20.

Theorem 4.21. For positive integers l1 ≥ 2, l2 ≥ 2, let G and G be l1-extendable
and l2-extendable non-bipartite graphs, respectively. Then GG is (l+1)-extendable,
where l = min{l1, l2}.
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